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Abstract

The accuracy and precision of the Upper Atinosphere Rescareh Satellite (U AR S) Microwave
Limh Sounder (MLS) atmospheric temperature and tangent- point pressure mcasu rements are
described. Temperatures and tanpgent-point. pressuae (atmospheric pressure in the tangent height
ol the field of view boresight) are retrieved frotn g 1H channel 63 Gz radiometer measuring, O,
microwave crnissions from the stratosplicre and mcsosphiere. The Version 3 data (B rst public
release) contains scientifically usel ul temperatures from 22 to 0.46 hPa. Accuracy esthmates arve
hased on instrument. performance, spectroscopic uncertainty and retrieval numerics, and range
from 2. 1+ Kat 22hPato 4.8 K at .46 1H1% for temperature and from 2001m (equivalent log
N1Css111() at 10hPato300mat 0.1 Pa, Temperature accuracy is linitedimainly by uncertainty
i instrament characterization, and tangent-point prossure acenracy is limitedmainly by the
accuracy of spect roscopic parameters. Precisions arc around 1 Kand 1(20] 1. Comparisons are
presentech among, tempera tures fromn MLS, the National Meteorological Center (NMC)
stratospheric analysi s and lidar statio us at. Table Mountain, California, Obscrvatory of Haute
Provence (0111), France, and Goddard Spaccllipht Cent er, Maryland. MLS tetnperatures tend
tobe -2 Klowerthan NMCand lidar, hbut MLS §s ()(1( 11 5 10K Jower thau NMC i the winter
at high latitudes, especially within the nort hern hemisphere vortex. Winter ML S and OHDP
(11°N ) hidar temperatur es generally agree and tend to he lower than NM CL Problems with
Version 3 MES tempGratures and tangent- point pressut es arve identified, hut the high precision of
MLS radiances willallow hmprovements with ¢ 111 alg orithis planned for the futune,
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. Introduction

The Upper Atinosphere Research Satellite (UARS)
reached Darth orbit on 12 September 1991 [Keber,
1003) carrying, the Microwave Litub Sounder (MLS)
and a suite of nine other instruments. MLS began
limb scanuing on 19 September 1991, has made near-
continuous near-global measurements of temperature
throngh October 1994 and continues with near-glohal
coverage to the present. MLS has generated one of
the longest records of temperature profiles derived by
limb sounding, and the precision and vertical reso
lution of these profiles are offering, refined views of
the thermal and dynamical state of the middle at-
mosphere [Fishbein ot al., 1993, Randel et al., 1993;
Canziani ot al., 1994; Massic ol al., 1994; Ray ol al.,
1994].

Temperature and atimospheric pressure at the tan-
gent point of the field of view boresight (hercafter
called tangent-point pressure) are retrieved from the
came set of measureinents, and are validated together
in this discussion. Pressure is the independent coor-
dinate for all geophysical parameters retrieved from
MLS (sce Froidevaur et al., [this issue] Lahoz el al.,
[this issuc] and Waltcers ct al., [this issuc] for Og,
1,0, and C1O validation, respectively), and tangent-
point pressure inaccuracy and linprecision are con-
tributors to their potential errors (“error” collectively
refers to precision, accuracy, and stability, and all ¢
rors quoted will be 1o bounds). W

.

the “Version 37 data and will use two validation ap

examine only

proaches. Tn the first the error budget is estimated by
propagating, parameter uncerlaiuties through the re-
trieval algorithms. In the second, errors are obtained
fromn catparisons with several corrclative data scts

The advautage of the first method is that accuracies
are independent of other data scts and arc thercfore
not biased by potential inaccuracies in these data sct
However, since the MLS measurcment system may

be imperfectly characterized, comparisons with other
data sels provide a consistency check and facihtate
scientific an

This paper beging with a deseription and charac
terization of the measurenient system, which is con
posed of instrument and atmosphere models, See-
tion 3 desceribes the data processing and retrieval
algorithis, shows averaging, kernels and parameter

>

correlations, and gives examples of results. See-
tion 4 shows examples of radiances and spectral sig:
natures of model paraineters and compares simulated

and measured radiance residuals. Section b esti-

mates the precision and accuracy of the temperature
and taugent-point pressure based on the measure-
ment model. Section 6 compares the MLS tempera-
ture ficlds to the U.S. National Metcorological Center
(NMC) daily stratospheric analyses and lidar sound-

!

ings.  Section 7 compares the error estimates from
section b to average differences with correlative dala,
and summarizes the estimates of accuracy and pre-
cision. Section 8 describes current and future work
{o ituprove the MLS temperature and tangent- point
pressure measurernents,

2. Description of the Measurement
tem

The 1easurcinent systen 1s comprised of instru-
ment and atimosphere models and its understand-
ing is necessary for defining a set ol crror sovrces.
The instrutnent model characterizes the relation be-
tween microwave thermal emissions from the atmo
sphere and output signal from the instrument (chan-
nel counts).  The atmosphere model deseribes the
generation of microwave thermal amissions and -

cludes the representation of atmospheric structure,
both vertical and horizontal, its composition, emis
sion spectroscopy, and the radiative transfer calcu-
lations. ‘Through a study of these two models, we
arrive at a list of parameters whose errors are propa-
pated through our analysis system to arrive at an er-

ror budg

{; a list of these parameters and their errors

is contained in Yable 1. The mstrument model, which

describes the conversion of measured signals to cali-
brated Nimb radiance is discussed by Jarnot el al. [this
issue] (hereinafter referred to as JYG6), and the MLS
forward model, which includes the atiosphere todel,
is described by Read et al.(manuscript in preparation,
1996; hercinafter referred to as R9G).

2.1. Instrument Model

MIS measures millimeter wavelength thermal emis-
sion in spectral intervals near 63, 184, and 205 GHz.
Termperature and tangent-point pressure are retrieved
from 63 Gz radiances, emitted by molecular oxygen
(05). This emission is due to transitions in which the
combined spin of two unpaired clectrons changes di-
rection relative to the molecular rotation axis. These

transitions have been used Lo remotely sense atmo
spheric temperature from space since the Nimbus 19
Microwave Spectrometer (NEMS) on the Nitnbus D
satellite [Waters ¢t al., 1076], and arc currently us cd
in the Microwave Sounder Units (MSU) on opera-



tionalmeteorological satellites [Grody, 1 993].

M LS has three radiometers, each based on a super-
heterodyne receiver (sce Barath et ol. [ 1 993) for an
instrument descript ion). For the purpose of param -
eterizing, instrument respouse the instrument can be
divided into three subsystemns, the arterma, radionie-
ters, and filter banks. The b is scanned by the
a uten na, which focuses lnb emission into the horns
of the radiometers. Radia nces measured by the 63-
GHy radiometer are combined with a 63.283 - Gllz lo-
cal oscillator signal by a double-sideband mixer, and
upper and lower sideband signals are passed through
two intermediate frequency single-sideband stages ta
a 15-chan nel, =500- M1lz-wide filter bank. The 15 col-
lective 63-Gllz channels are referred to as “band ]
and arc numbered 1-15. Channels have sinilar char-
acteristics oncacly side of bhand center (e. g, channels
2 and 14) and arc narrower toward the center; signal
to noise is roughly proportional to the square root of
the channel Will(Il.

The signal entering the radiomcter contains ra-
diances emitted by the b of the Earth averaged
over theantenma field of view (1"OV), and a small
“extrancous radiance” comprised of thermal cinission
from the instrument (mmostly the anteuna primary cle-
menit), scattered radiances from the pritnary mirror’s
surface roughness, sptllaver of the primary past the
sccondary, and edge diffraction. The thermal com-
ponent of the extrancous radiance is spectrally flat
over the filter bank bandwidth and scan independent,
but the scattered and diffracted components may be
weakly seaq) anBIC depend ent. The scaling of chan-
nel counts to brightness temperature is accomplished
using, sprace and calibration target views that arein -
terspersed with the limb views by a switching mirror
between the antenna and the radiometer. The bright-
ness temperatures of thetarget (inferred fromn its mea-
sured emissiv ity and temperature) and space, along,
with prelaunch calibration measurciments of the losses
along optical path s, arc incorporatedin alinear model
relating limb counts to lhmb radiance brightness tern-
perature. Thie radiometric gain is the proportionality
constant in this relation. Departures from the hncar
relation arc estimated to be less than ().]%.

Data are formatted in 65.536s units called M LS
wajor frames (MMAT), cach having a unique index
{(MMA¥F number ). MMAVFs arc further broken into 32
subunits called M1, S minor frames (MM II's), indexed
from 1 10 32. A radiance mecasurcinent of either b,
calibration target, or space is made each MMIF., A
litmb sca n is completed In one MMAT and is nomn-

inally composed of 26 lmb views interspersed with
six calibration measurements. A scan is discretely
stepped from 90 to 0k m in tangent-point altitude
and is adjusted for the Barth’s oblate ness and the
orbit eccentricity to within 1 .5k (3. 0 km prior to 8
April 1992). The average spacing between tangent-
point altitudes is 6 kininthe mesosphere, 3- 4 ki in
t h e middle and upper stratosphere, and 1.5 2k in
the lower stratosphere and troposphere. Absolute al-
titudes arc determined during processing from an en-
coder mount ed on the antenna scan axis and UARS
orbit/attitude knowled ge. The accuracy of absolute
altitudes is limited by UARS attitude knowledge and
i s around 1 k. Differences between tangent poiuts
arc knowntoaround 801, of which 30 m arises from
the encoder resolut ton. The discrete scan samnples
the imb slightly differently for cach MM AF, diflering,
only by an MMAF-deprendent, MMIF-independent al-
titude offset (sec Table 2 of J96 for tangent-point
heights of the nominal scan). The altitude of a refer-
ence MMIF (MMIF 16) characterizes the overall po
sitioning of the sca n within the atmosphere, and is
referred to as “scanreference altitude. ”

The orbit is inclined 57° 1o the equator, andthe
orbit planc precesses by 360° every 72 days. MI.S
samples the Parth’shimb 900 from the flight direction
ontheshiaded side of the satellite, alonig aminor circle
(tangent track) oflset approximately 23° (along the
great circle) from the sub orbital track. The tangent
track extends over a latitude range from 80° in one
hemsphere to 34°inthe other, and the hemisphere
receiving aximnui coverage reverses approxunately
cvery 36 days when UARS executes a 1800 yaw ina-
neuver. The time  between  yaw mancuvers is called a
yaw period. Solar and measurement timne are strongly
correlated in this viewing geotnetry, and solar thine,
both at the MLS and the tangent-point, slowly pre-
cesses during, a yaw period. Across a yaw man euver,
solar time at the tangent-point chianges by more than
3 hours, shifting, forward on one side of the orbit and
backward ontheother. 011 any day the ascending
or descending, stde of the orbit (defiried by whether
latitude is increasing or decreasing with time) sam-
ples essent ially the saine local solar time at a given
Jatitude.

Instrumental sources of error arise from uncer-
tainty in the aniternma POV, the chany el speetral re-
sponses, the radiometric gain, and the channel side-
hand ratios; errors in the modeling of the extranc
ous radiance and sampling error by the discrele scar .
The antenma FOV and b 1annel spectral responses



arc tabulated functions of anigle and frequency. T'hie
half-power beamn width (HPBW) and the radiance-
weighted channel shape (described by J96) are pa-
ramncters introduced to characterize these functions.
For the purpose of propagating errors through the
analysis systemn, the antenna pattern was stretched
by a factor consistent with the uncertainty i the
HPBW. Similarly, the chanuel spectral response was
perturbed by a multiplicative slope consistent with
the estimated uncertainty in the radiance-weighted
channel shape. In deterinining which functional per-
turbations best characterize errors, several types of
perturbations were applied to the FOV and chan-
nel spectral response, and these produce the largest
changes to calculated radiances. The dominant source
of error intheradiometric gain is associated with
losses along optical paths and is expected to be chan-
nel and MMIT independent; measured radiances were
rescaled by a channel- independent factor to study ra-
diometric gamn errors.  The instrument model con-
tains sideband ratios for each channel, but because
errors in side’1.m]lcl ratio arc expected to be hig hly
correlated between adjacent channels, sideband ra-
tio errors have been represented by a single channel-
independent multiplicative factor.  Instrumental er-
rors aso arisce from the extraneous radiance, i.e., scat-
tered and emitted radiance from the optical path.
Sensitivity of temperature and tangent-point pressure
to extrancous radiance was studied by applying chan-
nel and MMIF-independent radiance offsets to the
measured radiances, and processing the perturbed ra-
diances through the aunalysis system. The error anal-
ysis for the scan reference alt itude is performed from
synthetic radiances that have been generated for an
cnisetpble of seal s, which view the same atmospherjc
st ate and difler by a height-indep end ent altitude ofl-
S, .

Many paramecters are influenced by insolation and
arc weakly timne dependent.  For these parameters
the accuracy is the tinie-averaged or zero- frequency
component of the parameter tiime series.  The sta-
bility, or departure from its average value, is char-
aclerized by the power contained in the Fourier de-
composition of the time variation. In most cases, the
tite-dependence is dominated by changes over a yaw
period, and the stability listedin *Jable 1 is usualy the
deviation from the meaniover a yaw period. Thne se-
rics of eng ineering data (sce J96) suggest that changes
ininstrument performance (e. g., radiometric scaling,
spectral response, and extraneous radiance) durin g
the first 2 years of operationaresignificantly less than

I % . However, changes in MLS operation, such as
modifications to the instrument control programn, or
power interruptions, might have aflected instrument
Lehavior and are listed inTable 2. 011 timnescales of
a few MMAT's, mecasurciment repeatability (precision)
has contributions from radiance iecasurement noise
and reference sca Il altitude variability. A radiarice
noise that is channel and radiance dependent is cal-
culated for each measurement and ranges from 0.3 K
inthe center channels looking at 250 K to 0.03 K
i the wing channels when looking at 2.7 K (space).
Radiance noise is based on measured system noise
temperature which has been stable. Reference scan
altitude varies 011 timescales of anorbit andthe yaw
period; its stabilities over both periods arc listed in
Table 1.

2.2. The Atmosphere Model

Radiative transfer near 63-GHz is dominated by
molecular absorption in local thermodynamic equi-
librimn throughout the stratosphere and lower meso-
sphere. T'he atmosphere model includes lines from all
significaut emitters; 34 Q4 lines, 100 300 lincs, 64
1700 lines, and 7150 lines. Withinthe filter bank
spectral range, only two O lines at 62.998 and 63.569
GHz and four 1300 lines have significant spectral sig-
natures. Thie two Oy lines are the primary cmitters,
and magnetic line splitting of cach into 93 and 105
Zeeman components, respectively, is included in the
calculations. Spectroscopic hine strengths and tran-
sition frequencies are oblained from the JPI, cata-
log [Poynter and Pickett, 1985; Pickett et al., 1 992,
and O line shape parameters for Vers lon 3 process
ing arefrom Licbe [19) 1]. Later analyses[Licbeel d. |
1992] indicate that these pressure-broadening cocefli-
cients are 6% too large. Ha0 line shape parameters
arc obtained fromn Rosenkranz [1 988] and Jtoscnkranz
and Staclin [1988] and 00 line shape para meters
arc estithated from Qg parameters.

Calculated speetra for emission from isothermal at-
mospheres arc shown in Figure 1. The crnission 1s
from ray trajectories with tangent-point pressures at
1, 10, and 22hPa and atinospheric temperatures of
225,245, and 265 K. The position of the two sidebands
arce shown so that line widths and filter bank ban -
widths can be compared, but antenna FOV stear-
ing 1s not included in the calculations. The radio me-
ter is designed so that the Os lines are centered on
chanunel8and fold 011 top of each otherinthe inter-
mediate frequency spectrum. The two Oslines have
approximately equal line strengths and widths and



become optically thick (saturate) ineach chanuel at
approximately the same pressure. For tangent-point
pressures above 0.1 hPa(ineaning at higher altitudes
or lower pressu res), the cnission 1S primarily in the
middle three channels, and all channels saturate be-
low 50hPa.

Thie cmission depends on temperature, pressure,
volu e mnixing ratio, line of sight (L 0S) velocity, and
magnetic ficld. The latter two parameters shift or
split the line proportionalto velocity or ficldstrength
and arc significant only inthe three middle C}IHIHIC]S,
7, 8 and 9. Magnetic line splitling is estimated fromn
the 1985 International Geomagnetic Reference Field
[ Barraclough, 1987] and the 1,OS velocity is approxi-
mately the component o the 1987 th rotation velocity
along the LOS. The cmission in optically thin chan-
nels depends only weakly on temperature because
the temperature dependencies of the line shape, hne
strength, and Pla ek function nearly cancel. Pressure
sensitivity is strong whenever some chaunels arc not
salurated, and as scen in Yigure 1, this occurs from
10hPatoabove 0.1 h} 'a

Thelimb radiances entering the radiometer arrive
from a range of tangent-point pressurcs deterined
by the tangent-point pressure at ihe boresight of the
POV, the antenna FOV shape, the distance to the
limb and the temperature profile (vertical gradient of
pressure) within the FOV. The dependence of the
limb radiance on the pressure range over the 'OV,
which depends on temperature, accounts for approx-
nmaltely half the temperature sensitivity of unsatu-
rated radiances and most of the sensitivity inthe
mesosphere.

Profiles of temperature, Mixing ratio (VMR) and
LOS velocity arcrepresented as piccewise-linear func-
tions in 10 pressure, with three evenly spaced break-
points per decade of pressure (e.g., 10, 4.6, 2.2, and
1hPa). Errors and perturbations in pressure wil |
he reported in 108 Diressure coordinates (11nlo/P)
where 11 is the standard scale height (7 ka n)and My
is the reference pressure (1000 hPa); the vertical res
olution of the representation basis is 5.4 km in these
units. In Version 3 processing, along-track and 1.OS
gradients arc ignored within the voluine viewed by a
scan, 0 that ternperature and mixing ratio fields de-
pend only on pressure. Sil.lCC for microwave cmissions,
radiance depends APPTOX N q40ly Tinecarly on temper-
ature, errors from LOS gradients in miicrowave limnb
sounding temperatures are smaller than those occur-
ring in in frared liimb-sounding temperatures.

3. Algorithms Producing Version 3 Data

The data arc processed at the UARS Central Data
Handling FFacility (CD11F) in 24-hour segients, start-
ing with the first MMAF after 0000 UT. Raw MLS
data arc referral toas “Level 0 “I evel 17 files
contain calibrated radiances, antenna pointing, and
engineering data. “Level 2¢ files contain the output
from the retrievals, consisting of geophysical pararne-
ters and retrieval diagnostics. A furtherlevel of pro-
cessing gencrates products on a common UARS grid,
and these are referred to as “ Level 3 Tl s Level 3
files arc further categorized as l.evel 3A, containing
profile data, and Level 317 containing retrieval diag:
NSt {eg and geophysical parameters other than profile
data. Level 3A profiles arc interpolated to a standard
431evel (indexed (), . . . . 42) UARS grid that is evenly
spaced m log pressure {rom 1000 hPa to 0.0001 hPa
with six poiuts per decade of pressure. The MLS re-
tricval grid is a subsct of the UARS grid consisting
of only the even UARS surfaces. Level 3A and 3P
files are created on a time grid with profiles sepa-
rated by 65.536-s intervals (L3AT and 1,31''1") or at
4° latitude intervals (L3ALand 1,31'1,). The L3AT
values on the even surfaces arc thelevel 2 retrieved
profiles, while those o011 the odd surfaces are the aver-
ages of theadjacent surfaces. The Level 3A L profiles
have an additional linear interpolation along the or-
bit track. The UARS gridding team (C. A . Reber
and ¥. p. Huang, The UARS Level 3B gridding al-
gorithin, manuscript in preparation) applics Kalinan
filtering to theq,eve] 3A], data togenerateal.evel 3B
product of zonal harmonics.

A version puinber is aflixed to cach file according
t o the processing stream that generated it. The Ver-
sion 3 files have heen generated for the entire mis
sion to date. e format and contents of thesc files
are described in the standard file description units
(S]“])U) (]()(7[]1]10]){2\1&0]1) avall '(1})](‘. from “lC C])]l‘“,
NASA GoddardSpace Flight Center.

The data processing stream has two stages. The
first generates calibrated radiances and radiance pre-
cisions and flags questionable data; thealgorithinsare
described by J96. Geophysical paramcters, Level 2,
and Level 3 products arc produced during the second
stage; quality checking is doneat bhoth stages. Yorany
MM Al if cither stage fails, the parameter MMAF_STAT
contained in the ,ave] 1 and Level 2 output files and
i the 1,6vel 317 files is flagged as bad. Useful radi-
ances and 1etrieved products arc obtained from most
limb scans, except for rarc occasions, such as when the



Moon appears in the FOV or the instrument experi-
ences an anomaly (an error in the processing software
improperly calibrated the radiances for ~1 1 succes-
sive MM Al's on 6 Oclober 1991, 2 February, @ April
and 11September 1992, and 8 February and 11 March
1993. The retrieved parameters from these MMAVFs
arc not valid, althoughl.evel3 quality indicat or-s do
not flag the parameters as being bad).

3.1. Formulation of the Retrieval Algorithmm

The retrieval algorithis arc described by Froide-
vaur el al. [this issue] and are based on the sequen-
tial estimation technique described by Hlodgers [1976].
The algorithim seeks to minimize residuals between
a calculated radiance y¢ and the measured radiance
y, weighted by an error covariance F. The retrieval
sol ves the sequent ial estitnation update equations

wprxio -t Dl X (v - v) D
S, - (] - ])1'](1') Si 1 (?)
e L -1
Di= siak! (KisiokTa k) @)

where 1 is anindex over the set of measurcinents,
is the vector of retrieved paramncters, and S; and 12;
are the solution covariance matrix and contribution
functions after incorporating the 7th measurement,
respectively. The esthinated uncertainties placed in
the Level 2 and Level 3 files are the square root of
the diagonal eletnenits of the solution covariance ma-
trix. The wetghting functions ¥i have components
Oy [0

Radiances are assimilated starting at MMIF 1 and
working sequentially downward, one MM 11 at atime.
The retrieved parameters for band 1 arc the teinpera-
ture profile above 46 hiPa, the tangent-point pressures
andthe “bascline offsets.® The 32 tangent-point pres-
sures, and baseline offsets are MMIF dependent. Bach
baseline offset is a spectrally flat radiance, added to
the calculated atmospheric radiance to account for
the extrancous radiance described in the instrument
model section. Unlike temperature, each tangent-
poinut pressure and bascline offset coeflicient affects
radiances of the corresponding MMII and is retrieved
only fromthose radian ce. Tangent-point pressures are
retrieved only for MMI1Fs above 10 hPa. Below 10 hPa
they are estimated, using hydrostatic balance, from
the temperature profile at the start of the MMIIF and
the taugent-point pressure of the previous MMIF. At
the end of the temperature retrieval the tangent point

pressures below 10 hPa arc updated a second time us-
ing hydrostatic balance and the final estimated tem-
perature; these updated tangent-point pressures arc
subsequently used inthe constituent retrievals. Other
parameters that weakly aflect radiance, such as 1,08
velocity, tetnperature at 46 hPa and below, magnetic
ficld, and the geocentric altitude of UARS and the
tangent poimnt, arc ‘constrained’ to values appropri-
ate for the MMAF being processed. The combinat ion
of retrieved and constrained paramcters is called the

“state vector.”

The Version 3 retrieval algorithin employs a lin-
carized forward model using table lookup to obtain
radiances and their derivatives. The table is evalu-
ated for a climatological atinosphere and is keyed by
time (1(1 entries,one per UARS yaw period), latitude
(8 bius, 20° wide centeredon 70°S, 50°S, . . . . 70°N),
tangent-point pressure (43 interpolation points, 6 per
decade of pressure from 1000 hPa to 0.0001 hPa), the
sign of LOS velocity (i. e, whether the measurement
is on the ascending or descending side of the or-
bit) and magnetic field strength (four bins). The
tabulated values are interpolated t o the estimated
tangent-point pressures, using cubic splines for the
radiances and lincarinterpolation for the derivatives,
and uses the current estimated tangent-point pressure
for cach mecasurement. Therefore the model is nonlin-
car intangent-point pressure. The magnetic field bins
arc keyed to field strengthand have afixed direction
within cach lat itude bin; this representation is not
sufliciently accurate for channels 7, 8, and 9, which
consequently arc not used in Version 3 processin g.

Iirror sources inthe calculation, of radiances aris-
ing from numerical approximnations, “forward model
noise”, include nonlinear departures from the lin -
carized forward model, quadrature error inintegrals
over frequency, ray path and antenna pattern, inter-
polation error associated with table lookups, aud ap-
proximate representations of spectral line shapes of
lines outside the filter bank bandpass. Based on sen-
sitivity studies, linearization error dominates forward
model noise and is less tha n 1% ot the calculated ra-
diance (R96).

The error covariance matrix K is diagonal with
cach element equal to the square of the uncertainty in
the difference between the estimated arid the observed
radiances. I'his uncertainty is equal to the root sum
square (rss) of the mcasured radiance precision from
Level 1 processing, the uncertainty in the estimated
radiance arising frgm constrained paramncters (the di-
agonal of K.S:K! where K. and S, are the weight-



ing functions and the error covariance matrix for con-
St rained paraincters, respectively), an estiinate of un-
certainty inthe forward model equal to1% of the esti-
mated radiance, and an error from the uncertainty in
the scattering component of the extraneous radiation
cqual to 0.75K. The terins in this SUIn are referred
to as the ‘(radiance mcasurement covariance,” F,,,
the “constrained paramncter error covariance,” F¢, the
“forward 1nodel error-covariat] cc,” Fy, and the “ex-

1

trancous radiance €TTOr-covarial . o» Es The diago-
nal clements of SC, withthe exception of temnperature
at and below 46 hPa, arc the squares of the estimated
precisions from Table 1 ; the temperature elements arc
the squares of thea priori errors described in the next
section. Theextrancous radiance error-covariallce is
a1 estimnate of its channel-dependent component (as-
suned to bezerointhe forward model) based onan
examination of radiance residuals in outer channels
when viewing the mesosphere. The forward model
error-covririallcc is anestimate of the accuracy of the
radiance calculations.

3.2. Formulation of the a Priori Statc

Onec profile is retrieved from cach Jimb scan, start-
ing with the state vector and its covariance set to
an a priori estimate and its covariance. The a pri-
ori estimate for temmperature is a lincar combination
of the UARS climatology and the NMC temnperatures
weighted inversely by their error covariances. The
UARS temperature climatology is month and latitude
dependent and is described by Fleming et al. [1 988].
We ust anuncertainty of 20}{ for the UAHSLempcr-
al yre climatology and an NMC temperature uncer-
tainly equal to twice that estimated by NMC. NMC
crrors depend on height and Jocation at 10hPa and
below, but only on height above 10hPa, and arc de-
rived from comparisons with radiosondes and rocket-
sondes [Schmidling 1984}, The a priori tangent-point
pressure is the tangent-point pressure of the previ-
ous tangent point plus the hydrostatic pressure dif-
ference using the temperature profile at the start of
the MMIF. If the tangent-point pressure is not avail-
able from the previous MMIFE, then the tangent-pomnt
pressurc is evaluated using the mean scale height and
the altitude of the100-hPa surface (cither from NMC
or climatology). The a priori tangent-point pressure
error-covariarlcc is obtained by propagating the errors
through the hydrostatic relation using uncertaintics in
temperature, altitude, andreference pressure; cross
correlations between a priorl tangent-point pressures
arc notincludedin Version 3 processing,.

3.3. Case Study of a Retrieved Profile

We study herethe profile derived fromnradiances of
MMAF _number H79488, which occurred o11 17 Septem-
ber 1992 at 10.0” N, 104.6°E, 0839 UT, 01000 kmn
north of Singapore. The retrieved temperature pro-
file and its uncertainties are shown in I'igure 2. Also
shiown arc the a priori uncertainties and the differ-
ence between the retrieved and the a priori profiles.
The estimated uncertainties arc relatively const ant
from 221]1'a to 1 hPa even though the a priori un-
certainty increases uniformly. This indicates that the
estimated uncertainty is dominated by the measure-
ment error covariance. Vheerror ratio, defined as the
estimated uncertainty divided by the a priori uncer-
tainty, measures the contribution of MLS information
to the estimate arid is less than 0.5 when MLS pro
vides more than 75% of the information;this occurs
from 22 to 0.46111'a. The retried profile diftfers inost
from the apriori profile above 4.6 h1’a, and since the
a priori temperature below 0.2 hPa is primarily NMC
temperature, this may indicate qualitative diflerences
in how MLS and NMC view the atinosphere. This
will be discussed furtherinsection 6.

Figure 3 s h o w s the retrieved tangent-poiut pres-

sure, the estimated uncertainties at the beginning
and end of each M MI ¥, and the difference between
the estimated and the a priori tangent-point pres-
sure. Above 10 hPa the retricved tangent-point pres-
sure is the estimated tangent-point pressure after the
last radiance for that MMII has becn assiinilated
into the retrieval, while below 10 hPa, tangent-point
pressure is not retrieved directly fromnthe radiances
but is evaluated using hydrostatic balance with the
retrieved temperature profile after the last radiance
has been assiinilated. Below 1 hPa the uncertainty
i s not significantly decreased by assimilating radi-
ances from the current MMIE; tangent-point pressure
is determined primarily from the tangent-point pres-
sure of the previous MMIIF and the pressure differ-
enice between MM1Fs. Between 0.0460Pa arid 1hPa,
tangent-point pressure is determined primarily by the
radiances of the current MMIF, as indicated by the
large change iImuncertainty before and after assimi-
lating these radiances. Above 0.022 hPathe radiances
arc not sensitive to tangent-point pressure, and the
estimate is primarily the a priori.

3.4. Characterization of the Retrieval

The M odel resolution matrix (A = IDK) char-
acterizes the sensitivily of the measureinent system




[Rodgers, 1990]. Rows of A are the averaging ker-
nels that characterize sinoothing of the true state,
while colut nns are the response of the vector of re-
trieved parameters (o a unit perturbation of each in-
dividual paramecter. Optimally, averaging kernels are
§ funct ions, and departures from 4 functious snow
how perturbations iu the at mospheric state are mis-
represented in the retrieved state. I'late 1 shows the
model resolution matrix for Version 3 temperature,
tangent-point pressure, and baseline offset. The 1 ica-
surements are sensitive to temperature perturbations
from 221]1’a to 1hPabut arc noticeably degraded
at ().46 hPa and have little sensitivily to temnpera-
turc above 0.46 hP’a. The sensitivity to tangent-point
pressure is good for MMIT 3 through MMIF 14 (the
last MMII* above 10 hPa), but some of the tangent-
pressure signal contaminates temperature cocflicients
above 0.46 hPa.MMIFsland 2 nave almost noser -
sitivity to tangent-point pressure, and the tangent-
point pressure signal contaminates the baseline offset
and temperature coeflicients above 0.1 h1’a. ML S 63
Gz radiances have the least sensitivity to baseline
oflset; several of thediagonaleleinents of thematrix
arc smaller than 0.7, and the contamination of tem-
perature by baseline offset (ofl-diagonal coeflicients in
the model resolutionnatrix) is as large as 0.7 for tem-
peratures above 0.46hPa. Therefore a bascline oflset
of 1 K is expected to produce errors of around 0.7 Kin
temperatures above 0.46 hPa. Baseline offset affects
temperature below 0.46hPa by less than 0.2 K. Based
on the avcragi;lg kernels, useful temperatures arc pro-
vided by the MLS measurements between 22 hPa and
0.46 hPa, and useful tangent-poiut pressure can be
retricved between 10 hPaand 0.1 hPa.

Temperature, tangent-point pressure, and baseline
oflset arc retrieved from the saine radiances, so ran -
dornuncorrelated errors inradiance can lead to corre-
lated errors inthe retrievals of these parameters. Cor-
relations between estimated temperature, tangent-
point pressure, and bascline ofl’set errors arc charac-
terized by a correlation matrix (ri5 - Sij/\/s“sii)’
s] wown graphically inPlate 2. The strongest cor-
relations arc between the adjacent temperature co
cflicients (always negative) and baseline ofl’ set aud
tangent-point pressure lower inthe stall. The corre-
lation length of the temperature profile errors is ap
proximately 10 kinin the mesosphere and decreases to
7.5k in the mnidstratosphere; this is consistent with
the HIPBW of the antenna.

3.5. Retrieval Quality Indicators

The estimated uncertainties contained n the Lev-
els 2 and 3 files (referred t o Profile.Sdev in the
SFDU documentation) on the even UARS pressure
surfaces arc the sguare roots of the diagonal elements
o f the estiiated covariance matrix, while the esti-
maled uncertaintics in the Level 3 files on the odd
surfaces are averages of theestimated uncertainties
onthe adjacent surfaces. Whenthe error ratio is less
than 0.5, the quality indicator is set negative to flag
situations where the a priori estimate is weighted into
the retrieval ‘))’II]OT(‘. than 25%.

The quality indicators fromarange of atmospheric
conditions are now examnined to address how quality
varies with instrument perforinance and state of the
atmosphere. Plate 3 snows maps of estimnated 10 hPa
temperature on 10, 19 January, and 17 Scptemnber
1992 (northern winter, southern summer, and south-
crn late-wiliter). The greatest variability is sceninthe
map on 10 January 199’2, where temperature varia-
tions arc greater than80 K, primarily a high latitude.
The other maps show more modest variations, less
than 20 K and primarily depending on latitude. Large
variations intemperature over small changes in lati-
tude arc expected to produce the greatest errors aris-
ing from the latitude-dependent linearization of the
radiance model, but errors associated with the spa-
tial representation of the atmosphere (e.g., LOS aud
along- track gradients) are also expectedto have an
effect here. Accorditigly, the quatity of the retrieved
temperatures should be poorest on 10 January. Near-
colocated profiles arc retrieved twice daily, approxi-
mately 12 hours apart from alternate sides of the orbit
(ascending or descending latitude), and the estimated
temperatures at the crossings agree to better than
5 K (the interval between colors), except during win-
ter at high latitudes. The larger differences between
colocated imneasurements are probably not associated
with increased error since these error sources would
be the same for ecither measurement but are proba-
bly associated with propagating atmospheric distur-
bances changing the state of tlic atmosphere during
the 12 hours between measurements.

The estimated uncertainty of 10hPa temperature
i s shown in Plate 4, and varies by less than 0.3K
root mcan square (rms) over the globe.  On 10
January 1992, 10hPa estimated temperature uncer-
tainty shows the greatest variability, mnostly at high
latitudes, and is weakly correlated with temperature.
The estimated uncertainties depend on the weight-
g functions and the error covariance ¥, which de-




pends onthe MLS scan, the iinearization tempera-
turce profile, the radiances, and the radiance preci-
sions. The lincarization temperature profile depends
only on latitude, and the radiauce precision is nomi-
nally constant. Of the quantities aflecting estimated
uncertainty, variations in radiance and reference scan
altitude arc expected to producethe variations inun-
certainty seen in I'late 4.

The estimated uncertainties do not depend on the
level of closure between measured arid estimated ra-
diances; therefore profiles derived from radiances not
accurately modeled can have small estimated uncer-
tainties, eventhoughthe profiles themselves have
poor quality. To address the issue of radiance clo-
sure, x° is provided as a diagnostic in thelevel 2
output files; ¥? is defined as

2
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where N is the numnber of degrees of freedom, nomi-
nally 244 (the nminber of radiances minus the number
of retrieved parameters for each MM AV)and ¢ is
the radiance residual error. The radiance residual er-
ror is anindcpendent estitnate of the variance of the
radiance residual distribution and for a perfect mea-
surainent model equals the radiance precision. The
radiance residual error is an accurate estimate of the
variance of the radiance residual distribution when x?
is around 1. Typically, X* is around 200 for @ radiance
residual errorequal w© the radiance precision (used in
Version 3 processing); this implies that radiance pre-
cision is not a good esllinate of the variabitity of the
residuals.

Maps of x? are shownin I'late 5 for the same days
as 1 Plates 3and 4. Frrors in the measuremet it inodel
are expected Lo be uncorrelated with radiagee mea .
surement precision, and residuals in the wing chiannel,
whicl have the lowest noise, dominate x2. The win £
channcls are most sensitive to temperatures at 10hiPa
and 221Pa, and therefore Correlation ¢ e ween atmo
spheric structure and x? should be most significant
at these levels; x? varies by more than a factor of 5
over the map (considerably more than the estimated
uncertainty) and shows some correlations with atimo
spheric structure. Variations in estimated uncertainty
arc generally weak and unrelated to X”; thercfore €5
timated uncertaimty is probably not a useful indica-
tor of quality, 1ligh values of x? arc corrclated with
wartit tanperatures at high latitudes during winter
(c.g.,on10 January, north of 60°N near 30°E and
on 17 September south of 70° S near 150°L) but are

not correlated withhightemperaturesinsuminer high
latitudes on 19 January.

Theradiance residuals most likely arise from errors
in the measurement model U<y as numerical approx-
imations intheradiance calculations (e. g., modellin-
carization), inaccuracy in instrument model or spec-
troscopic paramecters, coarseness in the spatial rep-
resentation of the atmosphere (e. g., LOS and along-
track gradients), or an overly constraining a priori
state, Residuals associated with errors inthe instru-
ment inodel or spectroscopic parameters arc not ex-
pected to be spatially correlated and will be discussed
inthe following section. Concerning errors associated
with model linearization, for the January anomaly,
the linearization state temperature at 10hPa north
of 60° N is 203 1{, whichis 2P proximately 601{ colder
than the warmest retrieved €M eratures, and for
September the corresponding linearization tempera-
turc of 228 K is approximately 15 K colder, So lin-
carization errors could be one source of large resid-
uals. However, both regions of elevated XQ arc not
centered on the warmest temperatures but are located
more closely 1o where horizontal temperature gradi-
ents arc largest (especially on 10 January). Residu-
als associated with the spatial representation are ex-
pected to be largest at high latitude during the win-
ter, and the largest 2 values are where the 1,08 is
directed along the Horizon g tem erature gradient.
However, differences between the estiimated and the
lincarization temperature are largest here, and non-
lincarity is also expected to be large. Finally, the
atiosphere changes rapidly in this region during this
period, aud since the a priori temperature is primar-
ily the daily NM(C analysis, differences between the
estimated aud the a priori state arc large.

Thie correlation matrix atmong X7, LOS tempera-
ture gradient, diflerence between estimated and lin-
carization temperatures, and difference between est -
mated aud a priori temperatures provides some e
dication of the relative iinportance of these error
sources. Using profiles from 10 January where X7 i's
greater than 250, the matrix

1.00 0.750.57 0.48

0.75 1.00 0.37 0,41
0.67037 100 0.06 *
048 041 006 1.00

shows the correlations at 10 hPaamong (from left to
right, top to bottom) (1) x?, (2) the LOS tempera
ture gradient squared (evaluated from NMC temper-
atures), (3) the squared diflerence between estimated



and tinearization temperatures, and (4) the squared
difference between estimated and NMC temnperatures.
The strongest correlations are between x? and the
LOS temperature gradient; and the weakest are be-
tween the two temperature differences and between
the 1,08 temperature gradient and the temperature
differences. The weak correlation between 1OS gra-
dients and temperature differences means that corre-
lations with y? and the other three fields arc largely
independent. The strongest correlation suggests that
1.OS gradicnts are alikely source of high x?, andnon-
lincarity and a priori constraints are al so potential
sources, although weaker.

Plate G shows the tiine series of zonally averaged
x? during the first 2 years of MLS operation; x° is
generally between 100 and 200 at all times and has
its smallest values near the equator andinthe summmer
hemisphere. At these locations the therinal state of
the atmosphere is weakly time dependent and homeo-
gencous, and radiance residual s arising because the
retrieval is over constrainedto the a priori, the ra-
diance model linecarization is a poor approximation,
or the spatial representation of the atimosphiere is too
coarse, are expected to be smallest. There is a ten-
deney for x?to besmaller inthe middie of yaw periods
and this indicates that the stab ility of the measure-
menthaodel varies withthe yaw cycle, Zonal averages
of winter high-latitude x? vary rapidly ontimescales
of a fcw days, andfluctuations are probably associ-
ated with polar vortex variability.ligher x° at winter
highlatitudes are probably associated with errors in
the measurement model and suggest that tempera-
tures during these timnes and locations may be of a
poorer quality. Variations in estimated uncertainty
(cf. I'late 4) arc somnctimes associated with variations
in x?, but in general, estimated uncertainty is not a
reliable indicator of quality. Lastly, while x* is anca-
sure of closure between measured and modeled radi -
ances, itsrelationto retrieved temperature quality or
uncertainty is not evident.

3.6. Retrieval Simulation Results

R ctrievals from radiances generated from a miodel
atmosphere, where the ‘true’ state of the atmosphere
is know ., provide auseful tool for analyzing error
sources in the measurement system. In a typical ob
servation tnode, ML S is ‘flowsy’ over the miodel atmo-
sphere and profiles of temperature and tange nt-point
pressure are satupled from the model along the MLS
tangent track using simulated scanh scquences; a ran-
domncasurement noise is added for estimating pre-
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cision. These synthetic measurements arc processed
through the processing software 10 generate estimated
parameters; average and rms differences from model
parameters provide estimates of retrieval biases and
crrors. The forward model used to generate the syn-
thetic radiances has not been lincarized, aud any re-
trieval crrors introduced from Version 3 processing
forward model lincarization arc present in the simn-
ula ted results. Inaddition, errors arising from the
a prioristate and smoothing inthe averaging, ker-
nels are captured in the simulations, but errors in the
measurement model arising from spatial resolution,
spectroscopy, and instrumental 1iodel are not.

The model atmosphere used in tnhis simulation
is the retrieved state for 27 Septeinber 1992, and
sioothed above 0.4 hPa to reduce noise. The tein-
perature field at 10 hPa is equivalent to the tempera-
tures shown in I'late 3. Temperature errors resulting
from the retrieval areshown in Figure 7. The er-
rors are on average less than 1 K, although differences
arc strongly correlated with location, sucl, a5 the 2-
3 K positive bias ncar 55°S,315°1%; X%, also shown in
I'late 7, is usually less thanbandhaslarger values
near 80° S, 175°1: like the actual 27 September 1992
data.

The factor of 60 difference in X7 between real and
simulated data provides strong evidence that an error
inthe measurement model is responsible for thelarge
v2 val ues; y? is considerably larger at high latitude
and is somewhat correlated with teinperature uncer-
tainty. This is probably resulting either from nonlin-
carity or from biases from the a priori, since LOS gra-
dicuts are not present in the sirnulation. In section 6,
MLS temperatures are shown to be =2 K colder than
NMC temperatures in the midstra tosphere. Since the
model atimosphere is the MLS estimated field, it also
is colder thanthe aprioristate,andit is likely that
the positive bias at 10 hPais conming from the a priori
state.

]"igurc 4 S]lO\\'S])]‘Oﬁ]CS of g]()l)ﬂl averages of the
diflerence hetween the estimated and model temy -
atures, rins estimated uncertainties, and the rins dif-
ferences for the sitnulation. Biases and accuracies in
the estimated temperature arising from the retrieval
algorithin (i. e., sources other than errors in th e mea-
surernent model) are estimated by the average and
rins differences. The averaging kernels (Plate 1) show
that M LS mcasurcinents are sensitive to temperature
between 22 and 0.46hYa, and within this range, rs
differences are generally less than 1 K and the aver-
age differences are less than (),51<. Temperature at



0.46 hYa has significantly poorer agrecient, mostly in
the form of a negative bias; the averaging kernels indi-
cate that MLS has less sensitivity here than between
1 and 22111'rr. The estimated uncertainty is consider-
ably larger than the rins difference in the sitnulations
and arises because the error covariance includes error
sources attributedto the measurement model that arc
absent in the simulation.

4. Radiances

In this section the radiarnces, the residuals Letween
measured and calculated radiances, and the radiance
weighting functions arc examined to address why x?
associated with retrievals from mcasured radiances
arc significantly larger than those from simulation,
Simulated radiances and their radiance residuals fromn
retrievals arc shown in the first subsection. The sec-
ond subsection describes a siinilar treatment for mnca-
sured radiances and shows that the spectral signa-
tures 1n the radiance residuals arc not duplicated in
the simulation. The third subscction presents the
spectral signatures of retrieved paramcters and shows
that the diflerences in measured and simulated radi-
ance residuals cannot berepresented as sumns of the
spectral signatures of retrieved parameters. In the
final subsection the spectral signatures of somne mca-
sureinent system parameters arc shiow n, and poten-
tially imaccurate ones are identified.

4.1. Residuals From Simulation

The quality of an individual retrieval andthesig-
nificance of the radiance precision can be addressed
by examining the radiances from a single scan, in
this case the scar examined i the previous seclion
(MMAF number 579488). The radian ces, interpolated
to 1, 2, and10hPa,are shown inligureh. The
radiances are approximately symmetric around the
Hiue centers and the asymnetry between correspond-
ing channels (c.g., 1 and 15, 2 and 14) arises frotn
180y lines and atinospheric lines outside the filter
bank bandpass. Figure 6 shows the radiance resid-
uals and precisions for the same scan. The residu -
als are symmetric around band center and have dis-
cernible spectral signatures, Channels 6 and 10 satu-
rate around 1 hPa and therefore the residuals in these
channels are approximately independent of tangent-
point pressure below 1hPa. The wing channels have
significantly better precisions, yet, residuals have com-
parable amplitudes in all channels. Therefore even in
sitnmlation, radiance noise is niuch smaller than the

1

residuals.

The spatial distribution of x? shows strong spa-
tial correlations, and the next group of figures shows
which radiances arc primarily responsible for large
residuals. The radiances arc interpolated to evenly
spaced log tangent-point ressures and latitudes along
the orbit track to generate ‘L3A L radiances, and
residuals arc calculated from these gridded fields.
Zonal averages arc shown in Iigure 7 at 10° N and
60° s. Thelargest residuals at 10 hPaoccurinthe
wing and centermost channels and are larger for the
high-latitude scans; x° is particularly sensitive to
residuals inthe wiug channels which have the best
precision, and variations in x* are primarily due to
variations in radiance residuals in the middle and
lower stratosphere in the outerimost channels. Iig-
ure 8 shows a selection o f radiance residuals at 10hPa
along the 16°N and 60°S parallels. While most of the
residuals arc 1 K or less, large residuals occasionally
occur at high latitude (such as at 60°S, 180°F) and
explain most of the variation in the zonal mean. In
suminary, large variations in x* are prir narily indica-
tive of lack of radiance closure inthe wing channels
toward the bottom of the retrieval Talge.

4.2. Residuals From Measurcinents

Thenext set of figures snows measured radiances
andradiance residuals. Figure 9 is analogous to Fig-
ure 5 and shows the radiances for the study MMAY.
The measured and simulated radiances have the same
overall structure, but the radiance residuals (Fig-
ures 6 and 10) arc approximately 5 6 times larger
for the measurer nents and have a spectral pattern ab-
sent in the siimulations. Similar patterns are seen in
the zon ally averaged residuals (Figure 11) at 10°N
and 60° S, finplying that the large residuals arc sys-
tematic. The pattern of theradiance residuals, mea-
sured by the difference in residual between adjacent
chaunels or syrmmetric channels (c. g., channels 15 and
1), is approximately independent of latitude. I'ig-
ure 12 shows radiance residuals al 10hPa for indi -
vidual gridded scans on the 10°N arid 60° S latitude
circles. Comparisons with corresponding sirnulation
residuals (g ure 8) suggest that measured residuals
cati be represented as the sum of aglobally averaged
residual plus perturbations. The perturbation residu-
alshave many similarities to the snnulationresiduals;
they are approximatel y symmietric around band cen-
ter and have app roximately the same deviation, al-
though values for correspond ing scans are not equiva-
lent. The globally averaged residual is approximately



the 10° N zounally averaged residual and has a strong
antisymmetric (around band center) spectral signa-
turce not present in the sinmulations. 1t is probably
caused by an error in the measurement model, and the
following subscctions identify potential errors. Difler-
ences in x? between measurements and simulations
arc associated withalarge globally aver.qg;ed resid-
ual in the measureincents, and althoughi both measure-
ment and siimulation have comparable residual devia-
tion, the cross term in the squared residual accounts
for the greater variations inx? for measurcients.

4.3. Spectral Signature of Retrieved Parame.
ters

This silt)sceticll examines the spectral signatures of
retrieved paramncters in order to show that the radi-
ance residuals arc not easily fit by reasonable values
of atmospheric parameters. Figures 13, 14, and15

show the spec tral signatures for perturbations in
tangent-point pressure, temnperature, and LOS veloc-
ity. The response to a 100-m oflset in tangent-point
pressure is a syminetric broadening of the emission,
Temperature perturbations also produce synuuetric
spectral feat u res, and while 1,OS velocity has a weak
antisyinmmetric spectral signature, a velocity great er
t han 100 kin/s (whicld is unrealistic) is needed to pro-
duce a 4 K spectral diflerence across the filter bank
bandpass. In sunnnary, thespectral residuals ob-
sc rved in neasurements cannot be represented with
perturbations to the atinospheric state.

4.4. Speetral Signature of ¥rrors in the Instru-
mcent Model

The possibility that observed radiance residuals arc
produced by instrument model errors is explored in
this section. T'he three largest sources arc errors in
radiometric gain, antenna 'OV, and sideband ratio.
Errors in the accuracy of the radiometric gain (inostly
losses inthe optical pathinfront of the switching mir-
ror) produce radiance residuals proportional to the
mcasured radiance and have syminetric spect ral sig-
natures since the radiances arc symmetric. Iigure 16
shows the spec tral signature of a 3% decrease in the
width of the antenma 'OV, Although radiance residu-
als ofthe order of 1 K are consistent withihe accuracy
of the antenna FOV pattern, the spectral slopes arc
mostly symimetric. In swinmary, errors inradior netric
gain, or antenma 'OV, do not produce antisyminet-
ric spectral sig natures and cannot cause the observed
measurement radiance residuals,

Sideband ratio varies smoothly from channel to
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channel, and errors in sideband ratio arc expected
to be strongly correlated between adjacent channels.
gure 17 shows the nomninal sideband ratio, the
radiance contribution from each sideband, aud the
spectral signature of a 10% increase in sideband ra-
tio across the filter bank. Errors in sideband ratio
produce errors in radiance only when the radiance
contributions from the two sidebaunds arc unequal.
Figure 17 shows the radiance contributed from cach
sideband for the study MM AT of the simulation at-
mosphere. The radiance error is equal to the product
of the diflerence in radiance contributions from cach
sideband times the error insideband ratio. The chan -
nel depende nee of errors insideband ratio is under
investigation, but a 10% error produces an antisym-
metric spect ral signature of approximately the right
size andshapeinthe outer chanunels,

On the basis of our analysis of radiance residuals
aund speet ral signatures of model parameters and in -
strumcent calibration parameters, we car tmake several
assertions concerning the large x? W1 lues. Large y2
is associated with antisymimetric spectral residuals,
whiclh arc most likely produced by errors in the side-
band ratio used in Version 3 processing. Antisynituet-
ric spectral residuals cannot berepresented as a su-
p erposition of perturbations to retrieved parameters
(which arc syminetric)and therefore contributions to
x? arising from antisynimnetric spectral residuals are
not expected to correlate with errors inretrieved pa-
rameters. The symmetric component in the simulated
radiance residual is expected to correlate with errors
in retrieved paramecters, and the presence of a syin-
metric residual possibly indicates that the state vector
is overly constrained. Lastly, x? is dominated by an
antisymmetric residual, andit is likely that x? is only
a marginally useful diagnostic of retrieved parameter
quality, but variations inx? arc probably indicative
of changesinthe quality of geophysical paramcters,
especially in the midstratospherc.

5. lstimated Error Budget

The retrieved profile can be represented as the sum
of the real profile plus error terms. Following the for-
malisin of Rodgers [1 {)90), the solution error covari-
ance can be decomposed into (1) a coutribution from
measureinent noise

Sar - ])]'/'A[])T, (5)



(2) smoothing error arising from failure of theaver-
aging kernels to reproduce the true state,

Ss=(A-1)S(A-1)" (6)

and (3) modcl parameter errors arising from inaccura-
cies 1 instrument characteri zation, spectroscopic pa-
ramecters and constrained parameters, and approxi-
mations in radiance calculations

Sw= D (KSKT 4 B, DT ©)

where Xy, is the matrix of model parameter weight-
ing functions (K = 0y°/3b) and St is the covari-
ance matrix for model paramecters. The constrai ned
paramecter covartance matrix SC, mentioned in sec-
tion 3,1s a block within Ss. The extrancous radiance
error-covariancc, also listed in section 3, is a block of
KbSbKZ. The forward model error-covariance, Fy,
has been separated from K4S, K because of the dif-
ficulty of defining parameters which chiaracterize this
error source.

The decomposition of the error budget into pre-
cision and accuracy dependsonthe timescale of the
variability of the error source. Sources such as mea-
surcinent error vary oi1 the shortest tiinescales (2 s
between M MIFs) and contribute only to the preci-
sion, while others such as smoothing error arc sys-
tematic and contribute only to the accuracy. Model
paramectler errors may be systematic or may vary on
any timescale [Rodgers, 1 990], and a proper decorn-
p osition requires examining the measurcinent systemn
model and the properties of cacl parameter. Yo facil-
itate this analysis, model parameter errors have been
subdivided into categories consisting of instrument
characterization errors, spectroscopic and geophysi -
cal parameter errors, and forward model errors.

Mode] paramncter errors varying onintermediate
timescales can produce biases that can be mistaken
for atiospheric variability. For example, if the model
parameter b(1) has an assumned value b*, the estimated
state is biased by DI p(0* - (1)), The time aver-
age of the variance in b propagated through equa-
ti on (7) provides an est imate of the model parame-
ter error, but since all information concerning time
variability is lost, the estimated error should be as-
sutned Lo vary on all thinescales. 1+ the power spec-
tra 1%, of the variance of b can be estimated, at least
for the dommnant frequencies, then the time variance
i model parameter errors can also be estinated [see
Papoulis, 1965, pp. 344- 352). Specifically, we are in-
terested in periodic errors, where 1%(T) is the total
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power spectrumn of the variance of b tn all harmonies
of periodT". The amplitude of the error with period
T is Se(T) - DKP(T)KT DY, The co nfidence
that a periodic signalin a retrieved paramecter is not
crroncous is deterimined by the ratio of the amplitude
of the signal divided by the power inthe error covari-
ance So(7'). Many instruient parameters (c. g., ex-
trancous radiance andradiometric gain) have errors
with large fractions of their power at the period of
the¢ UARS yaw period. Sun-synchronized waves can
atso be aliased to the same period, so by estimating
the amplitude of fluctuations inretrieved parameters
from instrument model parameters, we will estimate
the siallest atinospheric wave synchronized to the
UARS yaw period that canbe resolved.

5.1, Measurement Noise Errors

Measurenent noise error, shownin Figures 18
and 19 contribute to the precision budget and are
gencerally less than 0.5 K for temperaturc and less
than 20 m ror tangent-point pressure. Measurement
error increases in the mesosphere where most of the
retricval sensitivity comes from the inner chanuels
which have greater noise.
noise show httle vanability, and an studies indicate
that radiance noise is stationary during normal M1 .S
operations,

Thne series of radiance

5.2. Smoothing Frrors

Smoothing error is aso shownin Figures 18 and 19,
and is generally less than 1 K for temperature from
22hPato 1 hPaandless than 40 m for tangent-point
pressurcs from ] 0to (). ] hPa. Smoothing errors domi-
nate the error budget when the in formation content of
the measurcments becomes comparable to the a pri-
ori uncertai nties. In the case of the Version 3 prod -
uct, temperature errors above 0.46hPa relax to the
a priort error D@ chayels 1o 6 and 1015 arc
not sensitive to temperature at these levels; while he-
low 22111'a (10 hPa for tangent-point pressure), the
smoothing error is artificially high because ternper -
ture and tangent-point pressure are not retrieved.

5.3. Instrument Parameter Frrors

Frrors in instrument parameters contributing to
the precision, accuracy, and stability error budgets
arc listed in Table 1. The cumulative errors from
ii]] instrument parameters are shown in Fig ures 18
and 19. I rrors in inst rument para meters generate
some of the largest inaccuracy for retrieved temn-




perature; temperature accuracy is typically greater
than 1.51¢ and can be aslarge as 2.81{ at 0.46hPa.
Fortangent-point pressure, instrumental effects are
a small component of the inaccuracy, 8enerating ess
than 50 mfrom 10 hl'a to 0.1 hPa.

The contributions to temperature errors from indi-
vidual instrument parameters are showninFigure 20.
Radiomnetric gain is the largest source, with 'OV and
extra peous radiance providing simaller amounts; the
sideband ratio contribution is a factor of 2smaller.
Frrors insideband ratio arc the likely cause of poor
radiance closure but have a small contribution to the
teriperature errors, because they produce an antisyh .
metric spectral signature that is orthogonal to the
spectral signature of the retrieved parameters (com:
pare Figures 14 and 17).

Fxxtrancous radiance varies both over anorbit and
a yaw period but has the largest power synchromized
t o the yaw period. The rins variation is estimated to
be athird of the average power,and the resulling er-
rors ac showninligure 20. YaW-heriod synchronized
variations intemperature below 0-46hPaare less than
0.2K from this error. Orbit-synchronized variations
(trot shown)are less than 0.051<. Radiometric cah-
bration also varies over anorbitand yaw period, but
its influence is tess than o.o021(.

5.4, Spectroscopic and Constrained Parame-
ters

Constrained parameters in the Version 3 process
ing are listed in Table 1and include 1.OS velocity,
02 and *O0 mixing ratios, and temperature below
22 hPa. Constrained paraineters primarily aflect the
precision, provided the value of the constrained pa-
raineter is not biased. 1,0S velocity produces errors
less than 0.02 K intemperature and 410 irr tangent-
point pressure; O2 mixing ratio generates errors less
than 0.02K and 21m; and the other sources contribute
comparable errors. It summnary, constrained parain-
cters arc not asignificant error source.

Spectroscopic parameters include hine strengths,
frequencies, and pressure broadening coeflicients and
contribute to the accuracy and bias error budgets.
The contributions from line strength and frequency
uncertaintics to temperature errors arc lessthan 0.1 K
at all levels. Inaccuracy in the line-broaden jyg .
rameter dominates the error from these sources. It is
believed to be biased 6% high, and temperature and
tangent-point pressures changes for a 6% decreasc in
line-broadening parameter are presented in Tables 3

arid 4; thescshouldbe subtracted fromn the tem -
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peratures ap pearing in M1.S Version 3 files, or the
tangent-point pressures in the Level 2 fires.

5.5. Yorward Model Noise

Forward model noise is associated with numeri-
cal approximationsinthe forward model and is in
principle related to model parameters characterizing
forward model lincarization and nuinerical trunca-
tion that have a covariance matrix Sy and weight-
ing functions Ky. The forward model error covari-
ance My = K;Sy K:l,' is expected to have nonzero
ofl- diagonal eleinents.  1lowever, the retrieval algo-
rithms assume Fy is diagonal, and because this ig-
nores possible correlations between elements, the re-
sulting uncertainties are probably o verestimated. Jig-
ures 18 and 19 show that these errors are some of
the largest contributors to the error budgets for tem-
perature, contributing 1-21< for temnperatures from
22hYPa to ] hPa. For tangent-point pressure, forward
mnodel noise is a less MPOFLant error source, generally
contribu ting Jess than 75 m. Forward model noise de-
pends on the degree to which the atinospheric state
varies fromn the lmearizallon, giate and affects both the
accuracy andthe precision. The fraction attributed
to accuracy and precision has not been estiinated,
and forward model noise is here wholly budgeted k)
botly. Generally, greater atimospheric vari ability leads
t o larger forward model noise errors, and farward
Model noise is expected to be larger during winter,
cspecially in the north. The forward model error co-
variance Fy is an ‘average’ estimate over a range of
conditions and may underestimmate errors in the for-
ward modelinwinter a high latitudes arid overesti-
mate them near the equator.

5.6./ Summary of Estimated Errors

The results of this scction arc summarizedin Ta-
bles 3 and 4 for temberature and tangent-point pres-
sure, respectively. The uncertal yies contained in Ver-
sion 3 files arc als0 shown for comparison and tend to
be closer to the estimates of precision than accuracy.

6. Comparisons with other data sets

Accuracy ¢stimnatesare obtained through compari-

son of MLS ternperatures with other data setsinthis
sect 10,



6.1 NMC Comparisons

The NMC daily analyses provide a continuous
global record of stratospheric temperature spanning
several decades [Gelman ctal., 1 986] and has been
incorporated in a large number of intercomparison
studies [e. g., Ferrareetal.,1995; Finger elal. 91y 3.
Gelman cl d., 1 9806; Keckhul et d., 1 994; Remsberg
el d, 1992, 1 994; Wild ¢t al.,1995].1n this subscction
the NMC daily analyses arc sampled at the MLS re-
trieval locations, and comparisons arc inade in zonal
means and in mapped differences. The NMC anal -
y sis incorporates global Tiros Operational Vertical
Sounder (TOVS) soundings and northern hemisphere
radiosondes below b h]'a in separate hemispheric anal-
yses based on a modified Cressman algorithm [Fin-
geret M., 1 965]. Daily 1200UT temperature maps
arc produced at 30, 10, 5, 2, 1, and 0.4hPa[Gel-
man and Nagatani, 1977]. For the1 991- 1993 period,
TOVSsoUhding arc provided by the NOAA 11satel-
lite, which is in a Sun-synchronized polar orbit with
equator crossings at 1530 and 0330171, The NMC
analyscsuse data from 0600 UT through 1 800UT, o
that T'OVS data at any location is cither from the
carly morning or from the afternoon sounding. ¥sti-
mated errors are provided by NMC and arc between
21{ and3.5K a 30hPaand 10 hPa,depending o1110-
cation and height, and arc 5,6, 7, and 9K at 5, 2,1,
and 0.4 hPa.NMC temperatures have been corrected
for average bias errors delermined from comparison
with rocketsonde profiles [Gelmanct a., 1 994].

The data sets arc compared profile by profile. The
NMC analyses arc lincarly interpolated to the MLS
profile locations without correcting for diurnal varia-
tions. Diflerences between the data sets are indica-
tive of potential errorsincach data set, diurnal vari-
ability, or diflerences in resolution. With regard to
resolution the most significant differences include the
15to 20-kill-wide TOVS vertical weighting functions
[Smith et al.,1979] versus the 5.4-kimMLS retrieval
grid and horizontal sinoothing in the NMC analyses
versus horizontal searing over an MLS8Cay,

Zonal averages of M LS and NMC temperat ure at
1 and 101117'a for 60°N, 60° S aud equatorial, 100 wide
Jatitude bins are $hown in I'late 8. At 10hPa, MLS is
generally 21{ colder than NMC except during north-
ern summer. At the equator, M1.Sand NM ¢ temper-
atures a8 ree to Withiy 2 g during the first 200 days
of operation, but MLS becomes approxinately 5 K
colder starting in April 1992 and remains so until
November 1993, The agreement at 1 hPa is notice-
ably worsce, cspecially on some winter days at high

latitudes where MLS temperatures arc approximately
151{ lower than NMC  Transients associated with
wave forcing such as the stratospheric sudden warm-
ings, the equatorial sudden cooling, and the semian-
nual oscillation (SAO) arc consistently strongerinthe
MLS field at all levels.

Zonal mean differences arc shown in Plate 9. The
differences have astrong annual oscillation, which at
JO hPaisapproximately 41< peakto-peak at high lat-
itudes and 2 1{ near the equator. The 10 hPa cooling
at the equator starting in April 1992 appears to be
correlated to the 4Uas-biannnal oscillation (QBO);
MLS temperatures show a larger-aln])litirdc QBO. At
1 hl’a the annual oscillation in MLS temperatures is
app roximately 151{ peaktopeak at 60° S, 10 K at
60° N andless than 2K at the equator. The SAO dom-
inates the annual cycle al the equator at 1 hl’a and
is approximately 10K peak to peak larger in MI'§,
Equatorial differences at 1 hPa during Noveinber and
December 1991and 1992 oscillate with a 4 K ampli-
tude, and a comparison of the temperature time series
(2’ 1ate 8) shows oscillations that arc approximnately 2-
3 times larger in MLS temperatures. TThe SA O and
QB O are associated with planetary wave activity (A
drews ct al., ]987], and diflerences between MLS and
NMCtemperatures indicate tha thesignatures of dy .
namics associated with planetary waves tend to be
larger inthe MLS temperatures.

The zonal mean diflerence shows a 72-day oscilla-
tion, a discontinuous change in €1 aperature across
yaw manecuvers, and differences between averages
from data on the ascending and descending sides of
the orbit (shown in Plates 8 arrd 9). Part of the ex-
planation for these features arises from the precession
of the UARS orbit through 12 hours of solar timne
every 36 days and the discontinuous change in so-
lar time during a yaw mancuver. Sun-synchronized
waves arc aliased onto oscillations of the zonal mnean
with periods equalto 72 days divided by the zonal
wavenumber (e. g., thediurnal arid seinidiurnal €M1 -
ponent are aliased to 72- and 36-day oscillations), and
the differences t)ctw'cell sides of the orbit or across yaw
maneuvers could be associated with the MLS sam-
pling of weakly modulated, Sun-synchroized waves.
However, systemnatic errors associated with extraue-
ous radiances could produce shnilar effects. There are
several reasons for believing most of these differences
ar c not instrumental. Iirst, the diflferences between
ronal averages on each side of the orbit arc often as
large as the variation over the yaw period, while ex-
traneous radiances vary muchless over anorbit than



over a yaw Cycle. Sccondly,the yaw period oscilla-
tion of insolation is inodulated by the yearly cycle
and a similar modulation is not seen in the tempera-
ture oscillation. Lastly, discontinuous changes in solar
time at equatorial tangent points across yaw maneu-
vers scem to be correlated to solar time dependence
of Sun-gsynchronous waves. For example, at the equa-
tor, solar timeregresses 3.6 hours earlier onone side
of the orbit, placing it at the same solar time as 11
days earlier onthesame side of the orbit. The tem-
perature discontinuity between days at the same so-
lar time but 11 days apart tends to be nuch sinaller
than between days immediately across the yaw ma-
neuver but at different solar times. The ascending
side of the orbit around 29 October 1992 and the de-
scending side of the orbit on 21September 1992 at
10hPa secin to illustrate this correlation, but there
arc several instances where the correlation is weak, or
the tine shift sceins to be greater than 11 days. Fi-
nally, if the differences between tenperatures on as-
cending and descending sides of the orbit arc due to
Sun-syuchronized waves, then waves other than the
diurnal tides must be present.

Figure 21 snows profiles of zonal average M L.S and
NMC temperatures al the equator, middle and high
latitudes on 10 January,19 January, and 17 Septem-
ber 1992, and addresses diflerences arising from verti-
cal resolution. M 1,S profiles show more variability in
the structure of the stratopause and often (e.g., equa-
torial 10, 19 January and southern winter high lati-
tudes, 17 September) do not show the stratopause be-
low 0.46hPa, or show a more pronounced stratopause
(c.g., northern winter high latitudes). The NMC cor-
rections are derived from rocketsonde comparisons
primarily in midlatitudes and since they arc average
conditions do not reflect observed differences at high
and low lati tudes, espec ally high latitude winter and
suminer [Finger of ol., 19935 Ie msberg el al., 1992).
The large differences between M1.S and NMC temn-
pera tures at 1 hPa probably arise from differences in
vertical resolution.

Mapped daily MLS NMC temperature diflerences
at 10hPa arc shown in Plate 10. The largest difler-
ences ac negative (MLS colder than NMC) and occur
m winter at high latitude, usually where horizontal
temperature gradients arc largest (sec Plate 3). At
tangent track crossings, disagreement between colo-
cated profiles of more then a few Kelvin indicate ¢l -
ther that the atimosphere has changed between mea-
surcments (NMC is the same for both profiles) or
that an error source in the MLS retrieval is difler-
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ent for the two profiles. Disagreement between colo-
cated profiles is strougest in the winter hemisphere at
high latitudes and absent in the suminer hemisphere.
Traveling planctary waves are strongest in winter at
high latitudes, weak inthe suimner, and are a likely
cause. The L.LOS direction for colocated profiles arc
usually not collinear and1.OS gradients arc a poten-
tial source of disagrecment between colocated profiles.
1.OS gradients arc cxpected to produce the largest
disagreement when the 1OS direc tions for colocated
profiles arce orthogonal (near 60° in the hamisphere
having maximuim coverage and 20° in the other)and
the least at the extremes of the tangent track. Ou
10 January near the 65° N, 45° Fand on 17 Septem-
ber near 65° S, 2256°F, disagreement is greater than
IOK andmay be associated with orthogonal 1.OS di-
rections.

The spatial variability in x? (1’'late 5) has features
sitnilar to the tem perature differences, such as on 10
January near 70°N, 45°17 and on 1? September near
75°N,180°E, which probably arises because the a pri-
ori gtate is primartly the NM C analysis. As discussed
in section 3, x% and MLS NM C gquared tetmperature
diflerences arc weakly correlated and the mapped dif-
ferences show some of the correlation, especially at
high latitude on 10 January 1992. Given that LOS
gradients arc largest here, the large differences be-
tween MLS and NMC couldindicate a degraded MLS
product. At the same time, biasing by the a priori is
largest when MLS and NMC temperature diflerences
arc large, so some or al of theincreased x? mayin-
dicate that the ‘true’ state of the atmosphere is fur-
ther from the NMC state thanindicated by MLS. Fi-
nally, at several locations, such as ncar 30° N, 270°E
on 17 September, MLS and NM C temperatures agree
even though x? values arc large.

Table b presents the mean biases between M1 .S
and NMC for cach scason, at all retrieved levels
for low-, middle-,aud Ilip,ll-latitude bins. Onaver-
age, MLS ternperatures tend to be 1- 2 K colder than
NMC teinperatures throughout the middle and upper
Stmw;\,],hcr(\,althoughM],Stcmporal ures arc consid-
crably colder (4- 8 K) inthe fall and winter high lat-
itudes. Differences in stratopause temperature have
the most variability and probably reflect the poorer
vertical rcsolutionin the TOVS weighting functions.
Lastly, tiime series of diflerences show variability syn-
chronized to t he yaw periods, scasons, and yearly cy-
cle.



6.2. Comparisons With Lidar

In this subsection, MLS and lidar temperature pro
files are compared, Lidar temnperature profiles have
subkilometer vertical and horizontal resolutionand
arc accurate to around a Kelvinin the upper strat o
sphere and lower mesosphere. Lidar operate at night,
cloud cover permitting, and gencrally integrate for
an hour or more to get 1 K temperature precision.
‘Temnperatures are sensitive to slllall-scale wave dis-
turbances, depending on integration titne, and in al |
cases are sensitive to diurnal variat ions. lLidars do
not provide global coverage and are pritnarily located
in northern midlatitudes. The data scts used here in-
clude measurements from the Table Mountain Facil-
ity (I'MF) California, Observatory of Haute-Provence
(0111’) France andthe Goddard Spaceflight Center
(GSI'C) Maryland, and include the Centre National
de la Recherche Scientifique (CNRS) 532- nin lidar
at ONY [Chanin and Hauchecorne, 1 981), the Jet
Propulsionl.aboratory (J '],) 35311111 hdaratT'MF
[McDermad ct al., 1990], and the mobile Statospheric
Ozone Lidar Trailer Expertment (STROZ-1LITE) 351-
nm lidar [McGee et al., 1 995] operated a each of
the three sites. All instruments retrieve density from
theintensity of backscaticred Rayleigh luminance and
estimate temperature using hydrostatic balance. To
minitnize the error in estimating differential density
from backscattered Rayleigh lnminance from acrosols,
the STRRO)Z- LI'TY hidar also uses an N, backscat-
tered Raman signal which is only weakly aflected
by aerosols, The locations, approximate integration
thmes, and number of profiles for each data set used iu
the comparison arc sminmarized in Table 6. The data
include the Network for the Detection of Strat ospheric
Change (NDSC) lidar intercomparisens at, OHP and
TMI' during July-August and February and March
1 992 [Keckhut ¢t as.. 1 994; Ferrareetal.,1995]. The
CNRS hdars were adversely aflected by the Pinatubo
aerosols during the intercomparison period, and temn-
peratures |elow 34-37 kin (4 hPa)are generally cooler
thanthose from STROZ-LITE by 1- 214.

Lidar profiles are retrieved on altitude grids and
arc transformed to pressure grids using hydrostati ¢
balance and the NMC pressure at the bottom. When
taking differences between MLS and lidar profiles, the
lidar profiles are smoot lied to the M LS retrieval grid
using least. squares fit ting to the MLS vertical basis
functions. MLS profiles arc selected for comparison
from a 12-hour, 20° latitude by 50° longitude window
centered on the lidar measuremnent. One MLS profile
is compared to the lidar profile, using an optimization

criterion that minnnizes the sutn of the geodetic and
meridional distances between the lidar station andthe
MILS tangent point (this criterion takes into consid-
cration that temperature depends more on latitude
than on longitude). Profile comparisons are shown
for the nearest coincidences, but average diflerences
are computed from al coincidences satisfying the cri-
terion,

During December and January  1991/1992, north-
ern high-latitude M1, S and NMC tcmnperatures dif-
fered by more than 20 1{, and MLS y? were often
4 times larger than typical values. ()]11', located at,
44°N, is the northermmnost lidar in this intercomnpar-
ison and provides an independent measurement dur-
ing these times. Validation studies of the CNRS hi-
dar stal ions [Neckhut et al., 1 993] at Cent re d’Fssai
des Landes, Biscarosse (C11), OHP, and the ship H.
Poincaré, comparing with radar-tracked radiosondes,
rocket-released falling spheres, and the LIM S data
[Rtemsberg, 1986) show differences less than 3.5 K from
37 to 64 kmmandlessthan 1 K between 30 and 35 kin,
Figure 22 snows lidar, MLS, and NMC profiles on
6, 10, 27, December 1991, and 3 January 1992, The
closest M1.S profiles arc 260, 110, 160, and 390 km
away fromn the lidar, and were measured withinl, 1,
162, and 4 min of the midpoint of the lidar integra-
tion. The MLS x? for these profiles are 147, 134,
188, and 158, and ar c typical for Version 3. The
NMC profiles arc obtained using the same interpo-
lation method outlined before and arc analyzed for
120001 (although the TOVS profiles win-c collected
at 1500 UT). Since the lidar and MLS inecasurements
arc taken close to 0000 UT, Sun-synchronized atmo-
spheric disturbances should be represented simnilarly
inthe MLS and CNRS data sets but notinthe NM C.
The smoothed lidar profile tracks the MLS profile,
and both place the stratopause at the same height and
with similar la pse rates, except 27 Decemnber, when
MLS places the stratopause = b kin (log-pressure co-
ordinates) above the lidar. The 27 December coin-
cidence has the largest time and latitude differences
(the MLS profile is located at 42.6°N) of al four corn-
parisons and suggests that diflerences withlidar tem-
peratures may be dominated by atmospheric variabil-
ity. Coincidences are usually poorer than 10 in lati-
tude and 3 hours in time, and the 1 5 K temperature
diflerence (at 2 hPa) is probably indicative of ten-
poral or spatial variability in the comparison, Iif-
ferences arising from spatial and temporal variabil-
ity are expected to be unbiased and average to zero
in the limit of large sample siz ¢. We estimate that



with 100 profile comparisons, systematic differences
larger than 1-2 K canbe estimated. The lowest level
in the smoothed lidar profile is 4.6 hPa, and both the
smoothed lidar and the M 1S temperatures arc con -
sistently cooler than NMC, which are measured dur-
ing the afternoon. M LS measures the same location
twice daily approximately 12 hours apart. On cach of
these day theafternoon profile a 1225U°1, 11000’ 7,
1700 UT, and 1405 UL were 2K, 2K,6.56K,and 0.6 K
warmer than the morning profiles at 4.6h Pa. Assun -
ing that thesc diflerences provide an estiinate of di-
urnal variability at OHP, only a fraction of the cold
bias in the NMC temperatures can be explained by
diurnal variability. Although winter high-latitude -
dar data arc sparse,the available data suggest that
large liigll-latitude winter MLS- NMC diflerences arc
not indicative of lower accuracy in MLS tetnperatures,

Figure 23 shows profiles from the hidar iutercom-
parisons at OHP on 21 July and 13 August 1992.
The two hdar usc different wavelengths and are op
erated simultancously, but the integration time for
the CNRS lidar mecasurements was 1 hour incom-
parison with 3- 4hours for STROZ-1.1'TY . ST'I{OX-
1,1’1’1; was also located atI'M1I® for asimilar hidar
intercomparison in February and March 1992, The
hdar operated sequentially, with the J]'], lidar and
STROZ-LITE typically integrating for 2 hours and
5 hours, respectively. Figure 24 shows profile comn-
parisons on 26 I'ebruary and 19 March 1992, Gen-
crally, STROZ-LITY shows less vertical wave struc-
ture than either the JJ’], or the CNRS lidars. Grav-
ity waves arc believed to generate most of this struc-
ture, and with estiinated periods of 4 hours and 8 ki,
vertical wavelengths near 50 ki altitude [Chanin
and Hauchecorne, 1981] should be attenuated in the
STROZ-LI'TE data because of its longer integration
tiune aud absent in M 1,S because of its poorer ver-
tical resolution. Diflerences in temperature at the
stratopause at I'M1" on both days andat OHP on
21 July have both long and short vertical scales,
whereas the diflerences at 0111” on 13 August have
only short vertical scales. The lidars operated within
1.2hourson 13 August, while 011 the other days, they
operated approximately 4 hours, apart. The abscuces
of long vertical scalesinthe differences 011 13 August
possibly arises because tides arc similarly represented
inboth data sets. Insumnmary, while smoothing of the
lidar profiles should remove diflerences arising from
gravity waves inthe upper stratosphere and mceso-
sphere, diflferences between M 1S and the smoothed
lidar profiles of H X are probably indicative of at-

mospheric variability if the measurements are several
hours apart.

Struclures in profiles that evolve over longer time-
scales, such as the sharpness of the stratopause (i.e.,
curvature of the profile) is seeninthe MLS data at
both lidar sites. For example, the sharp stratopause
seen in the lidar profile at OHP on 13 August is cap-
tured somewhat 1 the M LS profile, although the low-
ering of the stratopause from 1 hPa on 21 July to
J .5 hPais not seen because of the MLS vertical reso-
lation. MLS also observes the broader stratopause at
T'MI but overestimates the width of the stratopause
011 26 February. A possible explanation is that MLS
is losing scusitivity ncar 0.46 hPa. In cont rast, NMC
profiles (also showninFigures23and 24) clo not suc-
cesstlly represent either broad or narrow stratopauses.

bven though MLS and lidar profiles show large
differences arising from rapid, sltlg]l-scale feat ures,
longer-term trends, such as the annual cycle, arc simi-
larly represented inboth data sets, The J'], hdar col-
lected 147 near-coincident profiles with MLS during
the first 520 days of M LS operation. I'igure 25 shows
the tiime series of MLS and smoothed TMI temper-
atures at 4.6, 1, and 0.46hPa. During the winter,
both data sets capture sudden warming events, al-
though the lidar snows larger fluctuations. With this
exceplion, there is 110 evidence that MLS tempera-
tures during, the winter are in 1 ess agrecmnent with
TMY temperatures than other scasons.

Mean biases between M LS and lidar temperatures
arc suminarized in Figure 26. The total number of
profiles for cach station used in these comparisons is
listed in'Table 6; STROZ-LI'TE profiles are separated
by location of measurement (GSFC, TMF, and 0111').
The STROZ- LITE comnparisons have fewer profiles,
typically 10 20, as compared with the CNRS and
JPL lidars which had 95 and 147 profiles, and sta-
tistical noise fluctuations (1nostly atmospheric) from
the smaller samnple sizes are expected to be 2-3 times
larger. The TMI" and STROZ-LITE data are gen-
crally warmer than ML.S by approximately 1-4 K be-
tween 4.61Pa and 1 hPPa. MLS is warmer than the
CNRS hdar but by less than 0.5 K. Differences with
the three STROZ-LITTE data sets vary between O K
and -2 K. It comparisons with ML S the CNRS lidar
is wanner than the JPI hidar, but the STROZ-L1TLS
lidarat 0111” is colder thanthe STROZ-LYTE lidar a
TMI. This suggests that mean STROZ-LITE MLS
temperature differences are site dependent because of
the small sample size. At 10hPa the CNRS lidar
shows a 4 K cold bias which is approximately twice as




large as the STROZ-LITE bias. The CNRS lidar at
10hiPamay be biased cold by Pinatubo aerosols and
STROZ-1L.YF'E withits Raman channel probably pro-
vides the the more accurate data set. Incomparisons
with LIM S temperatures between 43 and 46 kin (&
2 1II's) the CNRS lidar at Q1P was foundtobe 0.51{
c-older during May 1979 and approximately 1- 2 K
colder during April [I2cmnsberg, 1986]. The J] I, hdar
shows a warm bias compared to MLS slid the other
lidar. In comparisons between STROZ-LITYE (with-
oul the Rarman channel) and the JPL lidar during the
1989 Stratosphere Ozone Intercomparison Campaign
(STOIC), the IPY, lidar was also observedtobe 2K
warmer than STROZ-LITE at 30 ki [Ferrare et al.,
1995].

7. Summary of listimated Krrors

The analysis of section 3 has shown that the cur-
rent MLS retrieval algorithins have sensitivily to at-
mospheric tanperature between 22h1%a and 0.46hPa.
I'recision, accuracy, andstability have beenestimated
and arc tabulated in Table 3. Precision has contribu-
tions associated with measurement noise (less than
0.5K) and scan-dependent forward model interpola-
tion errors (around 1 1{). Accuracy is thought to be
limited primarily by errors in the Oz2 line-broaden ing
paramecter and forward inodel errors and varies be-
tween 3K and 5.3 K. Most of the error in line broaden-
ing paramncter is manifested as a 1,5 2.21{ cold bias,
and although this is presented as a separate coluimmin
thetable, it is also included in the accuracy cstimnate.
The biases listed in Table 3 should be subtracted from
MIL.S Version 3 temperatures. The accuracy of these
corrected temperatures is the root diflerence between
the squares of the accuracy andbias. MLS temnper-
atures have the poorest stability at the period of a
yaw cycle (72 days, and atmospheric trends with this
period may have instrumental artifacts around 0.15
0.35K in amplitude. Stability over longer timescales,
or over anorbit, is better than 0.1 K.

Comparisons with other data sets confirm the es-
timated biases. MLS temperatures arc lower than
NMC and lidar temperatures (except CNRS) by 1-
2K in the stratosphere, as expected froman error
in O line-broadening parameter. A yaw- period syn-
chronized oscillation m M1LS NMC differences is 10
titnes larger than explained by instruinental effects
and is believedto be caused primarily by atinospheric
tides. Differences in MLS and TOVS vertical resolu-
tion are identified in con parisons of ternperature near
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the stratopause and can produce MLLS - NMC  tem-
perature diffcrences larger than 51{ that arc spatially
and seasonally correlated. MLS Version 3 tempera-
tures are lower than NMC in the middle and wpper
stratosphere at high latitudes during the winter, and
profiles from the CNRS lidar agree better with MLS
thau NM C.  With the estimated bias added, MLS
ter nperatures tend to lie within the spread of lidar
measurements; the JPL lidar is 1 to 2K warmer than
MLS, the CNRS lidar is 1 to 2K cooler than MIL.S,
and STROZ-LITE differs from MLLS by 1 K wariner
or cooler, depending onthe altitude. Tenperature
differences between MLS and lidar profiles are often
around 101{ especially at the stratopause and oscil-
late with height;most of the oscillation (5K ampli-
tude) is associated with gravity waves [Wilson et al .,
1991]. Upper stratospheric and mesospheric temper-
ature differences between near-coincident M1 S and
hdar profiles seermn to be related to time differences
between measurements, and can be 2K for 2hours
difterences. These diflerences arc believed to be re-
lated to tides.

Tangent-poiut pressure is retrieved from 10 to
0.016hPa and its errors arc sunmnarized in Table 4.
Tangent-point pressure precision is better than 100m
and is as small as 10w at 0.46hPa. Pstimated bi-
ascs in tangent-point pressure, derived from biases
in the Qs line-broadening parameters, vary between
200mand 340 ( <6%) andaccount for most of
the estimated accuracy. The accuracy of corrected
tangent-point pressures is estimated to be app roxi -
mately equal to theincasurement precision.

8. Topics for Future Work

. Future developinent of the MLS processing soft-
ware is expected to reduce some of the error sources
discussed here. Version 4 files will use updated Oo
line-broadening parameters, climinating the biases
listed in Table 3 and new sideband ratios derived from
radiance residuals. A major component it tempera-
ture inaccuracy arises from radiometric gain inaccu-
racy. Temperature errors fromradiometric gaininac-
curacy arc strongly corrclated between pressure levels
and a more corn plete study of the correlation should
allow the temperature inaccuracy at all levels to be
spectficd by a single paramcter. This reformulated
accuracy is particularly important to thelapse rate,
which should have better accuracy than would be es
timated if the accuracics arc uncorrelated.

Inprovementsinthe calculation]) of radiance arc cx-



pected to increase the vertical extent of useful ten -
peratures and tangent-point pressures. With an im-
proved Zeeman line-splitting correction, channels 7,
8,and @ will provide additional information above
0.46 hPa. hinprovements i the numerical accuracy of
the forward inodel are expectedto allow the retrieval
of useful temperatures at 46 hPa, and the hnproved
closure should elivmnate thie forward model error co-
variance 5 in the error covariance.

Changes inthe retrieval algorithins to more ef-
fectively use altitude differences from the antenna-
pointing encoder are planned and will more accurately
tie the tangent-point pressure and temperature re-
tricvals together through hydrostatic balance. This
will extendthe useful range of measurements andin -
crease the precision of temperature and tangent-point
pressure throughout the retrieval range.

Figure 27 shows the improved precision and ac-
curacy that can be expected. Temperature precision
with improved algorithims should be better than 0.3 K
from46hPa to 1 hPaand tangent-point pressure pre-
cision should be better than 20 m between 20 hPa
and 0. 05 hPa. Temperature accuracy should be better
thau 2.5 K between 46 hPa and 0.4 6 hPa, and should
hestrongly cross correlated. ‘Yangent-poi nt pressure
accu racy should be better than 80 1in between 20 hPa
and 0.1 hPa. Temperature accuracy will improve by
a factor of 2 (from4.6Kat 1 h¥a to around 2 K) and
tangent-point pressure accuracy should nnprove by a
factor greater than 25.

The measurements described
here were possible only through the overall efforts of
the JPPL, MLS teamn and the UARS project. W. 1.
Grose, . Lingenfelser and others at Langley Re-
scarch Center provided results from their three-dimen-
sional atinospheric mn odel that were used in early sim-
ulations of MLS retrievals. J. C.Gillcand the UARS
temperature validation working group suggested and
provided validation activities and guided the correla-
tive temperature cammpaigns. A, J. Miller and the stafl
of the National Metcorological Center provided their
temperature analyses in near-real tine. M. Santee re-
viewed scveral drafts of this manuscript. All of these
individuals and organizations, plus others too numer-
ous to list, are thanked and acknowledged for their
contributions. "T'his research was spounsored through
the NASA UARS Project and was performed in part
at the Jet Propulsion Laboratory, California Institute
of Technology, under contract with NASA,
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Figure 1. Synthetic spectra at 1 h1’a, 10 hPa, and 22 hiPa for isothermal atinospheres at temperatures of 226 1{,
245 K, and 265 K, respectively.

Figure 2. Retrieved profile (thick solidline), a prioriuncertainty (solid line), estitnated uncertainty from Version 3
processing (dashed line), and difference between a prioriand retrieved profiles (clotted line) for temperature retrieval
for MMAY 579488 (10.07° N,105.6°E, 17 Septeinber 1992, 0839 UT). The lower scale is for the retrieved profile,
while the upper scale ap plies to theremaiuing curves.

Figure 3. Same as Figure 2 but for tangent-point pressure. The profile is plotted against the geodetic altitude, with

the diamonds indicating the position of thetangent points. The units of the uncertainties and profile differences
arc height-cquivalent log pressure, as definedin the text.

Figure 4. Global average of temperature uncertainty (dotted line), RMS diflerence (solid line), and RMS estiated
uncertainty (dashed line) for shinulations.

Figure 5. Shinulated radiances for the reference scan interpolatedto 101) 1’ a (pluses), 2.2 hPa (diainonds), and
1 hPa(triangles). Frequency along abscissa is relative to band center and is stretched toward” band center to
separate center channels. Plotting symbols indicate the centers of the channels (7, 8,9 arc not shown).

Figure G. Radiance residuals from the simulated reference scan, interpolated to 10hPa (pluses), 2.2hPa (dia-
monds), and 1 hPa (triangles).

Figure 7. Zonally averaged radiance residuals derived from simulated radiances and interpolated along the scan
track tothe 10° h’ and 60° S parallels andto10hPa (pluscs), 2.2111a (diainonds), andThPa (triangles).

Figurce 8. Radiance residuals fromsitnulated radiances along the 10° Nand 60° S parallel at 10111'a. Residuals at
10° N arc wherethe scan track crosses the parallelsat 7° ¥ (pluses), 82° ¥ (asterisks), 180° I (diamonds)and 269° 1
(triangles). At 70° S, residuals arc at 6° 1 (pluscs), 88°1; (asterisks), 186° I (diamonds),and 269° 1) (triangles).

Figurc 9. Measured radiances from reference scan. Symbols arc the same as in Figure b
Figure 10. Same as Figure 6 but for measured radiances.
Figure 11. Same as Figure 7 but for measured radiances.
Figure 12. Saine as Figure 8 but for mecasured radiances.

Figure 13. Spectral signature of a 0.1 km offset in tan gent point pressure for tangent points at 0.1h1’a (stars),
1 hPa(crosses),and 10111'a (diamonds).

Figure 14. Spectral signature at, {top)1hPato a1 Kinerease intemperature a 0.22hPa (stars), 0.46 hPa (crosses),
1 hPa(triangles),2.2hPa (diamonds), and4.6hPa(pluscs);(bottom)10hPa to a 1 1{ increases at 2.2h1%a, 4.6 hPa,
10hPa, 22hPa, and 46 hPa.

Figure 15, Spectral signature at (top) 1 hPato a 100m/sline of sight (1. OS) velocity increase (towards MI.S) at
0.22hPa (stars), 0.46hPa (crosses), 1 hPa(iriangles),2.2hPa(diainonds), and 4.6 hPa(pluses); (bottom)10hPa
o a 100m.s 1,0S velocity increascat 2.2hPa (stars), 4.6hta (crosses), 10 hPa (triangles), 22 hPa (diamonds), and
46 hPa (pluses).

Figure 16.Spcctralresponse to a 3% increase inwidth of antenna field of view (FOV) a 1 hPa (t riangle), 2.2 hPa
(diamond),and 10111'a (pluscs).

Figure 17. Mecasured sideband ratios, radiance contribution from the upper and lower sidebands, and the spectral
signature from a 10% increasc in sideband ratio (top to bottom). In the middle panel, contributions from the upper
and lower sidebands are represented by solid and dotted li nes. Radiance contributions and spectral sig; natures in
the middle and bottomn pancls arc shown a 1hPa (triangles), 4.6111'a (diarnonds), and 10 hPa (pluses).
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Figure 18. Sources for temperature errors, The thick solidline is the total accuracy andis the rss of precision
(dashed-dotted line), stnoothing error (dotted line with diamonds), instruinental accuracy (dashed line with stars),
forward model noise accuracy (dashed line with diamonds), and forward model errors (dashed-triple dotted line
with circles). The uncertaiuty contained in the Level 2 andlevel 3 files is shown by a solid line with trianigles.

Figure 19. Error sources for tangent-point pressure. ‘The symbols arid line styles are for the same contributions
as in Figure 18.

Figure 20. Coutribution to temperature accuracy fromiustrument paramcter errors. The instrmiment parameter
error (thick solidline) is the rss of the radiome tric gain error (stars), antenna ¥OV error (diamond), sideband ratio
error (crosses), and extrancous radiance error (circles). Measurement stability over a yaw period from variat iou in
extraneous radiance (dashed line) is aso shown.

Figure 21. Profiles of zonal incan MLS and NM C teniperatures for 1(1 January, 19 January, and 17 September
1092. The MLS profile is s] iown as a solid line while the NMC profile is shown as a dashed line. Averages arc for
latitude bins from 5° S 5° N (diamonds), 25° - 35° (stars), 55° - 65° (triangles), and 75° - 80° (circles); and the
profiles arc shifted -1 OK, 01f, 10 K, and 20 K. T'he noncquatorial bins arc north latitudes for 10 January and south
latitudes for 19 January and 17 Septeinber.

Figure 22. Comparison of lidar profiles from the Centre National de 1a Recherche Scientifique (CNRS) lidar
at Obscrvatory of Haute-Provence (0111') (44° N, 6°F)and closest MI.S profiles during winter 1991/1992 on 6
Decerber, 10 December, ' 27 December and 3 January. T'he idar measurements were collected around 0002, 2241,
1943, and 0225 UT, while the MLS measurcments were collected at 0004, 2241, 1701, and 0225 UT.TheMLS
micasuremnents were located at 43.1° N, 9.1° ¥ (265 kmaway), 43.7° N, 4,7° I (1 10km),42.6°N,6.6°F (164 km),
and4b5° N, 10.7° ¥ (391 kin). The origina unsmnioothed lidar profile is shown by the thick solid line and its projection
onthe MLS vertical grid by the thinsolid line with plus signs. The MLS profile is shown by tile clashed line and
the NMC profileat 1200 UT is shown by the dotted line.

Figure 23. Comparison between lidar profiles and M LS profiles during surmimer 1992 when Statospheric Ozone
Lidar Trailer Experiment (STRO%- L1T1) was located at 0111' (44° N, 6°F)on 21 July and 13 August. The
STROZ-1.1TL profile is shown as the thick solid line, the CNRS lidar by the dashed-triple clotted line, the MLS
profile by tile dashed line, and the NMC profile by the dotted live. The CNRS lidar operated around 2113 (20 July)
and 0030 L), while the STROZ-LITY lidar operated at 0125 andat 0141 U').The M1, S profiles arc at 43.1° N,
3.8° 11, 2034 U1 (20 July, 202 kin away), andat 45.1° N, 6.8° 15, 0030 UL’ (140 kinaway).

Figure 24. Comparison with lidar profiles at Table Mountain Facility (I'M F) during late winter 1992 on 26
February and 19 March during STROZ-LITYE, Jet Propulsion Laboratory (JPL) intercomparison campaign at
TMYF. Theline styles arc the same as Figure 23 except that the dash-triple dotted line refers to the profile fromthe
J'1, lidar. The STROZ-LITYE measurcinents were collected around 0838 and 1051 U'T' while the JPL lidar collected
its mncasurements at 0445 and 0703 Uf.The MLS profiles arc at 35.2° N,242.2°1, 05628 UT (95 ki away), and
34.6°N, 244.6°¥, 0901 UT {212 kin away).

Figurc 25. Time series of MLS (lincjand I'MI lidar (stars) teruperatures a 4.6hPa, 1 hPa, and 0.46 hPa, during
the first 520 days of MLS operation. The MLS curve shows all clays when MLS collected data. On days when the
J]’], lidar was not operating, the local timne of the bracketing JPL profiles was interpolated to the day of the MLS
measureinents, and the closest profile within 1211 of that time was used.

Figure 26. Average differences between the closest MLS profile and the JPL lidar a TMY (pluses), the ONRS lidar
at QNP (asterisks), STROZ-LITE at Goddard Spaceflight Center (diamonds), STROZ-LITE at MY (triangles),
and STROZ-LITYE at OHP (squares).

Figure 27. Accuracy (stars) and precision (diamonds) expected fromimproved algorithms, instrument character-
ization, and spectroscopic paramecters. The solid lines arc the curves for temperature and are plotted against the
scale on the bottom, and the dashed lines are for tangent-point pressure and are plotted against the scale at the
top.
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I'late 1. Modecl resolution matrix for the profiles shownin Figures 2 and 3. 'The averaging kernels arc the rows of
the matrix, showing smoothing of the true state (abscissa)in the estimated slate (ordinate). The axis coordinates
are the parameter names, 22 hPatemperature (°1'22) to 0.046hPa temperature ('70.046); tangent-point pressure
(P01, ..., 114) for thirtcen MMI1¥Fs, 1- 14, excluding 8, (1'01, .,,, 1'14); and 26 baseline offsets (1off01, . ... loff29),
for MMI¥s 1 through 29, excluding 8,16, and 24. MMIFs 8 16, 24, and 30 through 32 are used for calibratiion.
Tangent-point pressure for MM1Fs greater than 14 arc below 10 hPaand are not retrieved for this MMAF.

I"late 2. Corrclation matrix for the same profile as in Figures 2, 3, and |

I"late 3. Retrieved temperatures at 101)1’a are shown for (top) 10 January 1992, northern winter; (middle) 19
January 1992, southern sumimner; and (bottomn) 17 September 1992, southern winter. Solid circles are from Jimb
stalls on the ascending side of the orbit, diainonds are fromn descendin g side of the orbit. The solar times at
the equator on the ascending/descen ding sides of the orbitare 22.7 hours/14.4 hours, 7.7 hours/23.4 hours, and
15.1 hours/23.4 hours for cach clay.

I’late 4. Estimated uncertainty of 10hPa temperature for the days shownin I’late 3.
Plateb. Values of x? for the days showninPlate 3.
I'late! G. Time series of zonally averaged x* for the first 2 years of Microwave Limb Sounder (M1.S) operations.

I’late 7. 'Temperature uncertainty (retrieved values model values) and y? atl0hPa for a full day of siinulated
retrieval.

Plate 8. Time series of MLS and National Meteorological Center (NMC) zonally averaged temperatures at 10
hPaand1hPa for 10° latitude bins centered 01160° S, 0°, and 60° h'. The NMCandMLS arc binned by ascending
data (yellow for NMC, green for MLS), descending data (cyan, blue), and combined data (inagenta, red). Yor the
NMC data, ascending, descending, and combined data time series arc pratically identical, and only the combined
curve is visible.

I'late 9.Time series of MLS - NM C zonally averaged temperature differences for the same levels and latitude bins
as in Plate 8 Diflferences for ascending, descending, aud all data are green, blue, and red, respectively.

I'late 10. Mapped temperature differences at 10 hP’a(M1.S NMC) on 1() January 1992, 19 January 1992 and
17 September 1992,




Table 1. Precision, Accuracy, Bias aud Stability of Measurcinent Model Paraine-
ters Divided into Instrumental and Atmospheric Sources

Parameter

Precision  Accuracy Bias  Stability (1'cried)
Instrumental
radiometric calibration  0.03- 0.33K 0.8% < 0.02% (36day)
antenna HPD3W 3% < 0.03% (36day)
extrancous radiance 0.751{ 0.25K
sideband ratio 10%
scan reference height 800 n 500111 100m (36d)
600 m (orbit)
Atmospheric
Oz2 line strength <0.1%
O3 line broadening 6% - 6%
1800 line strength < 0.1%
1800 line broadening 15Y%

forward 1odel 1% 1%

Farth radius 30111
satellite altitude 100111
magnetic field 0.02G
300 VMR 300 ppinv
03 VMR 300 ppinv
1,0S velocity T0m/s

T'he radiotnetric noise is listed inthe precision column of radiometric calibration.
Radiometric calibration accuracy andstability arise primarily from 'OV related
parameters. Magnetic field precision is for each component, and Oz and 1200
volume mixing ratios (VMR) precisions are height-independant upper bounds.

Table 2. Changes in MLS Instrunent Operations Through 9 September 1993

Date

19 Sept. 1991
17 Oct. 1991

31 Oct. 1991
8 April 1992

2- 14 June 1992
14- 20 June 1992
20 June - 4 July 1992
13-17 July 1992
25Sept. 1992

16 - 20 April 1993

livent

st art of MLS obscrvations

scan changed to linprove sensitivity in the lower
stratosphere

improved oblateness correction

resolution of oblatencss correc tion increased fromn

2.5km to 1.25km
first solar array anomaly (SAA), MLSofl

first SAA, operations interinittent

first SAA, band 3 and183-(31lz radiometer off
second SAA, M1.Sofl

integration tirne decreased frorn 1.8 to 1.7s
183-G Hz radiometer failure, M1.S off

206




Table 3. Estimated Precision, Accuracy Bias (0,Line
Width ¥rror), Stabyility, and Version 3 Uncertainty Is-
timates for MLS Temperat ure

Pressure Precision Accuracy Bias Stability Version 3

hPa K K K K Yy
0.46 3.1 51 -01 034 6.4
1.0 2.3 46 29  0.20 3.4
2.2 1.8 33  -14 016 2.2
4.6 1.6 37 22 0.5 2.1
10 15 3.1 -15 (.15 1.9

22 14 3.0 -7 0.14 18

Table 4. Estimated Precision, Accuracy, Bias{(QOgline
Width Frror), Stability, and Version 3 Uncertainty lis-
tirates for MLS Tangent- Point Pressure

Pressure Precision Accuracy Bias Stability Version 3

hPa 11 m m m m
0.046 50 320 250 270 30
0.10 25 230 220 8 90
0.22 15 2.60 260 2 50
0.46 10 310 300 1 40
! 25 340 340 3 50
2.2 55 310 300 5 80
4.6 50 260 240 6 75
10 90 220 200 D 110




Table b, Zonal Mecan Temperature Diflerences, MILS NMC for Northern Winter,
Northern Spring, Northern Suminer and Northern Autummn, Top to Bottomn

T (') 80°SH5°S5H5°8 25° S25h°S 25° N 25° N-55°N5H5°N-80° N

21 D ece m bcr 20 March

0.46 5.1 -0.5 6.5 -4.2 2.9
1.0 1.7 0.1 -0.5 -0.4 -3.0
2.2 -1.1 1.0 -2.3 0.8 -4.6
4.6 -2.3 -1.7 -3.2 -1.2 2.1
10 -4.1 -3.3 -2.5 -1.9 -1.1
22 -2.5 -25 -1.2 2.1 -2.3
21 March 20 Junc
0.46 4.3 -0.6 3.4 11 7.0
1.0 -7.8 -1.9 -0.2 0.2 17
2.2 -7.5 -2.8 -0.7 0.1 -1.3
4.6 -3.3 -1.9 -2.4 -1.7 2.1
10 -3.3 -2.7 227 -1.9 0.1
22 -2.7 -1.1 -1.5 -2.4 -1.7

21 Junc 20 Seplember

0.46 4.6 2.9 3.2 0.0 5.8
1.0 -3.8 17 -0.3 -0.1 2.4
2.2 -4.8 -14 1.2 05 -0.9
4.6 4.1 -1.8 -2.9 -15 -1.0
10 -45 3.7 926 -0.9 1.0
22 6.5 2.6 1.9 11 0.2
21 September 20 Decembe v
0.46 G3 0.9 2.5 0.7 5.2
1.0 2.8 -0.1 0.5 -11 5.8
2.2 -1.8 -0.0 0.7 I ¢ -6.1
4.6 -39 2.5 9.2 2.2 -2.8
10 3.2 -4.7 2.6 1.7 1.7
22 -0.2 -3.8 2.3 -1.0 2.3

These averages are constructed fromthe first 842 days of operation
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Table 6. Lidar Stations Used in Intercoinparison

Number of Profiles
{Integration T'ime, hours)

Permanent Mobile
Station Latitude Longitude Station Station
TMY 34° N 241° ¥ 147 18
(2) (45)
GSIFC  39° N 283°N 16
(4-5)
0111 44° N 6° L 95 20
(1) (34
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